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Abstract

This paper studies the effect of carbon pricing shocks on the macroeconomy using a high-
frequency identification approach. Focusing on the European carbon market, I consider whether
carbon policy announcements can be summarised by a single factor, or whether there are ad-
ditional dimensions that need to be accounted for. By measuring the high-frequency surprise
changes of a spectrum of EUA carbon futures around 145 regulatory events, I find that the
events can be summarised by two factors rather than just a single factor. A particular rotation
of the orthogonal instruments is used to derive two novel instruments, namely, an “action”
instrument, which captures changes to the current carbon policy rate, and an “expected path”
instrument, which captures changes to the expectations about future carbon policy. I measure
the effects of the two factors on a class of asset prices by estimating a daily local-projection
model. This is complemented by estimating a Bayesian external instruments VAR model to
map out the dynamic macroeconomic effects. I document that a tighter carbon policy success-
fully reduces emissions, although this is simultaneously met with significantly lower economic
activity and higher prices that are persistent over the horizons. More importantly, the results
indicate that the "expected path" instrument dominates in its negative implications on macroe-
conomic aggregates, stressing the importance of capturing the additional dimension of carbon

policy announcements, particularly from a policy perspective.
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1 Introduction

Climate change is one of the most important global issues that has gripped the attention of poli-
cymakers over recent years. In line with the goals of the Paris Agreement, policymakers have
intensified their efforts to implement measures such as carbon taxes and cap-and-trade systems
to address both the environmental and economic impacts of climate change. While the phys-
ical effects of climate transition policies have proven effective in reducing emissions, the eco-
nomic implications of such decarbonization initiatives remain ambiguous at large. More import-
antly, there is limited understanding of how expectations regarding the future direction of carbon
policy influence the broader economy.

To address these policy-relevant questions, I utilise a high-frequency identification approach
in the context of the European Union Emission Trading System (EU ETS) carbon market. This
method effectively addresses the issue of endogeneity in carbon pricing by measuring the daily
surprise changes of a spectrum of EUA carbon futures within a daily window following EU
ETS regulatory events, allowing us to isolate exogenous events. Formally, I use the fact that the
EU ETS regularly publishes updates about the supply of carbon, which can significantly impact
the price of emission allowances. This creates an ideal setting for applying a high-frequency
identification approach. To analyse this, I collect 145 regulatory news events from 2005 to 2023
that summarise information about the supply of emission allowances. To this end, I construct a
series of carbon policy surprises around the EU ETS regulatory events.

The main contribution of the paper is to shed light on the role of the EU ETS regulatory events
but, more importantly, to examine whether the EU ETS regulatory events can be summarised by
a single factor, which is captured by the surprise component of the change in the current carbon
futures target or whether it encapsulates additional information about the future path of policy
which may be relevant in affecting the macroeconomy. I motivate that the complexity of the
EU ETS regulatory events encourages us to explore this additional dimension of carbon pricing
announcements. To do this, I extend the study by Kénzig (2023), which only considers a single
asset, that is, the changes in the current-month carbon futures to the regulatory events. The
main point of departure in this paper is that rather than using the current-month futures changes
directly as an external instrument, I consider the surprise changes of a spectrum of EUA carbon
futures, including the current-month, 3-, 6-, 9-, 12- month, 2- and 3-year rates.

From a methodological perspective, I use the principal components (PCs) of the estimated

high-frequency changes of carbon futures as a basis to construct orthogonal instruments for the



carbon policy shocks. The results suggest that the EU ETS can be summarised along two dimen-
sions rather than just one. Subsequently, I apply a rotation to the subset of the PCs to yield two
novel measures of carbon policy shocks. The advantage of this rotation is that we can attach a
structural interpretation to the factors whilst ensuring that the components are still orthogonal.
This enables us to separate information about the current rate from information about the expec-
ted path of future policy.

As aresult, the first component can be summarised as an “action” instrument, which captures
changes to the current policy rate, and the second component can be summarised as an “expected
path” instrument, which captures changes to the expectations about future policy and is restric-
ted not to affect the current-month short rate. Differentiating between the two instruments is
crucial for the carbon market. It is useful to the extent that by attaching a structural interpreta-
tion to both factors, we can examine their separate transmissions to the macroeconomy.

To do this, I estimate a daily local projection to examine the persistence of the carbon policy
shocks over the sample on a class of asset prices. To capture the economic implications, the
structural components are used in an external instruments (Bayesian) VAR model using monthly
data from January 1999 to December 2021 to map out their dynamic macroeconomic effects.

The estimated impulse responses have important economic and policy implications. More
importantly, it highlights the distinct transmission mechanisms of the two instruments to the
macroeconomy. A carbon policy shock identified by the action instrument that is normalised to
increase energy prices by 1 per cent contributes to declining emissions, reaching the minimum
after two years, suggesting that the carbon policy shocks effectively reduce emissions. However,
this is followed by a series of economic costs, including higher energy and headline consumer
prices and lower economic activity, where variables such as industrial production, unemploy-
ment rate, and stock prices all respond in a contractionary manner, reaching the minimum after
two years.

More importantly, the results highlight that the carbon policy shock identified by the expec-
ted path instrument, also normalised to increase energy prices by 1 per cent, contributes to even
larger negative effects on economic activity, which materialises after one year. For instance, in-
dustrial production declines to its minimum after one year by 0.62 per cent relative to the modest
decline of 0.34 per cent two years following the action instrument shock. The results, therefore,
suggest that the expected path instrument has stronger negative demand effects, likely a result of

producers adjusting their production in anticipation of tighter future carbon policy. The impulse



responses of other macroeconomic aggregates confirm these findings.

The larger negative responses of economic activity following a carbon policy shock identified
by the expected path instrument are further explored and confirmed when examining the wider
propagations and the transmission channels at play. By including measures that capture monet-
ary policy, real exchange rates, and the terms of trade, the results highlight that monetary policy
reacts to higher prices in a contractionary manner. Considering the effect on production, em-
ployment, and inflation expectations, we find that the shock contributes to lower expectations,
reaching a minimum after two years, reflecting the decline of industrial production reported in
the baseline estimates. To better examine the role of carbon policy shocks on prices, I also con-
sider the sub-indices of prices, including durables, non-durables, services, and core consumer
prices, and find that the transmission of the two shocks is consistent with the baseline results,
suggesting that the carbon policy shock contributes to higher prices. However, the action instru-
ment contributes to relatively higher prices for all sub-indices.

To better highlight the discrepancies between the two instruments, I conduct historical de-
composition and variance decomposition exercises on the baseline variables. The results high-
light key differences where the carbon policy shock identified by the action instrument explains
a larger proportion of the variation of the variables, especially headline consumer prices. On
the other hand, the historical decomposition highlights key differences in the contribution of the
two shocks, where the historical variation of emissions and energy prices are largely explained
by the action instrument and depend on the nature of the economy. Overall, the results suggest
that accounting for both dimensions of the EU ETS carbon market is crucial in establishing their

transmission on the macroeconomy.



2 Related literature and contribution

The paper aims to contribute to the growing literature on climate transition policies by combining
high-frequency identification with the EU ETS carbon market. While an extensive number of
papers have considered the effectiveness of carbon tax policies and their transmission to the
macroeconomy, little is known regarding the economic implications of cap-and-trade systems.
Having said that, the vast majority of the literature has documented the effectiveness of carbon
taxes in reducing emissions (see, e.g. Metcalf & Stock (2020); Murray & Rivers (2015); Rafaty et al.
(2020)), but project mixed findings regarding the economic implications of carbon taxation. For
instance, simulations from general equilibrium models find that carbon taxes are contractionary
(McKibben et al. (2017)) whereas more recent empirical evidence finds that while carbon taxes
lower GDP growth and employment, the impact is not as profound (Metcalf (2019); Metcalf &
Stock (2020); Bernard & Kichian (2021); Kédnzig & Konradt (2023). This finding is consistent across
studies that consider carbon taxes in the Canadian province of British Columbia (Bernard et al.
(2018); Metcalf (2019); Bernard & Kichian (2021)) as well as in European countries (Metcalf &
Stock (2020)).

Several studies have also examined the role of carbon taxes in generating inflationary pres-
sures. For instance, focusing on a set of 18 carbon taxes in both Europe and Canada, Konradt
& di Mauro (2021) does not find evidence of aggregate inflationary pressures. Similarly, Metcalf
(2019) finds that while carbon taxes do not contribute to inflationary pressures, it does increase
the cost of energy. Considering the Euro area, Konradt et al. (2024) reach a similar conclusion
and find that carbon taxes increase the cost of energy but do not contribute to higher inflation.
To justify these results, there is consensus suggesting that the negative implications of carbon
taxes depend on whether countries recycle their revenues and whether they operate through an
independent central banking system that can separately respond to inflationary pressures. These
countries are relatively more insulated from the negative effects of carbon taxes and do not face
high inflationary pressures (Konradt & di Mauro 2021).

Given the mixed findings regarding the implications of carbon taxation, the literature has
otherwise documented sizeable economic effects of carbon pricing, both on emissions (see e.g.
Martin et al. (2014); Andersson (2019)), economic activity (Kanzig & Konradt (2023)), and stock
prices (see e.g. Kanzig (2023); Hengge et al. (2023)). Several studies have documented the het-
erogeneous inflationary effects of carbon pricing shocks. For instance, Benmir & Roman (2022)

highlights that carbon pricing shocks increase the price of energy and have significantly neg-



ative effects on the economy when considering the California cap-and-trade market. Similarly,
Moessner (2022) finds that for 35 OECD countries from 1995 to 2020, an increase in the price
of ETS increases energy and headline CPI inflation but reports limited effects on core inflation.
This contrasts the finding by Nishigaki (2023), who estimates an SVAR model and reports that
a shock to EUA prices contributes to higher long-run inflation expectations and core inflation
when accounting for the role of renewable energy investment.

Given the mixed findings relating to the economic effects of carbon pricing shocks, this paper
aims to provide robust evidence on the transmission of carbon policy shocks. Aside from that,
the main scope of the paper is to derive novel instruments for carbon policy shocks that not only
focus on changes in the current stance of carbon policy but also relate to the expectations of fu-
ture carbon policy. From a methodological perspective, this study relates to the high-frequency
approach of identifying shocks, which has mainly been studied in the context of monetary policy.
A large literature has focused on measuring the change in high-frequency asset prices in a tight
window around FOMC announcements (see e.g. Kuttner (2001); Rigobon & Sack (2004); Elling-
sen & Soderstrom (2004); Beechey & Osterholm (2007); Nakamura & Steinsson (2018)). How-
ever, most of these studies have focused on a single monetary policy shock by capturing the
unexpected changes in the current policy rate. Given the complexity of FOMC announcements,
several studies have expanded the single-shock approach to identifying two shocks. They have
considered using the measures as external instruments in a VAR to assess their macroeconomic
effects (Gertler & Karadi 2015)). Differently to the single-shock analysis, the shocks are identi-
fied from high-frequency changes of a spectrum of federal funds rates futures for maturities up
to a year (Glirkaynak et al. (2005); Mumtaz et al. (2023)), and maturities up to 10-years (see e.g.
Kaminska et al. (2021)).

The high-frequency identification approach has been applied in several contexts beyond the
monetary policy setting. For instance, studies have used high-frequency changes around OPEC
announcements in the context of the oil market (Demirer & Kutan (2010); Kédnzig (2021)) as well
as high-frequency changes around EU ETS regulatory events in the context of the carbon market
(Fan et al. (2017); Kénzig (2023)). I aim to contribute to the literature by extending the single-
shock analysis in the context of the carbon market into two shocks to capture additional dimen-
sions relating to the expectations of future carbon policy. I rely on the high-frequency variation of
a spectrum of carbon futures out to a horizon of three years. From a methodological perspective,

this paper extends the work by Kéanzig (2023), which identifies a carbon policy shock by measur-



ing the change in the current-month carbon futures around EU ETS regulatory events. The main
point of departure is that rather than using the current-month futures changes directly as an ex-
ternal instrument, I apply a rotation to the carbon futures reactions to derive two novel measures
of carbon policy shocks, which can be independently categorised as “action” instrument and an
“expected path” instrument. The advantage of this approach is that we can attach a structural
interpretation to the factors, which enables us to separate information about the current rate from
information regarding the expected path of future policy. I show that these differences are im-
portant to capture because by also considering the role of expectations for the future path of
carbon policy, we can examine the importance of communication in the context of the carbon
market and examine whether EU ETS regulatory events include additional dimensions that are
not only captured and summarised by single-factor shocks.

The remainder of the paper proceeds as follows. Section 3 provides details of the EU ETS car-
bon market and introduces the high-frequency dataset as well as the construction of the factors.
Section 4 provides details on the estimation of a daily local projection model to estimate the im-
pact of carbon policy shocks on asset prices. Section 5 provides an overview of the estimation
method. Section 6 reviews the baseline results of the external instrument VAR model. Section
7 provides the estimates from the wider set of transmission channels, and finally, Section 8 con-

cludes the paper.



3 High-frequency data

In this section, I provide some background information on the carbon futures market in the
European Union and provide details on the method taken to construct the carbon policy shocks

that will be used in the estimation.

3.1 The European carbon market

Following the 1997 Kyoto Protocol, the EU has committed to implementing carbon policies to
meet emission reduction targets. With that, the European emissions trading system was estab-
lished in 2005 as a key driver for decarbonisation. Being the largest carbon market in the world,
it accounts for around 40 per cent of the EU’s greenhouse gas emissions. The carbon market
operates under a cap-and-trade system, implying that an overall cap is set on how much certain
greenhouse gas emissions can be emitted. Each year, the cap is reduced to reach the objectives of
the EU ETS, which is to limit greenhouse gas emissions from power stations and other energy-
intensive industries by a certain percentage every year.

The carbon market operates by giving companies the right to emit one tonne of C02 within a
calendar year. In essence, the system requires companies to report emissions where such emission
allowances can be traded across companies. In particular, companies can buy an increasing pro-
portion of allowances through auctions on the EU carbon market but can also receive allowances
for free. Alternatively, companies can also use limited international credits from emission-saving
projects. Companies that reduce their emissions can use their spare allowances for future needs
or sell them to other companies that have limited allowances. Alternatively, companies that do
not reduce their emissions risk paying heavy fines and must surrender allowances to cover their
emissions (Comission (2020a)).

The EU ETS operates in trading phases, with each phase undergoing several revisions to help
reach EU climate targets. While the system is currently in the fourth trading phase (2021-2030),
Figure 1 presents the evolution of EUA carbon price across the different phases from 2005 to 2023.
! The first phase was the pilot phase, lasting for three years, from 2005 to 2007. Having success-
fully established a price for carbon, most of the allowances were freely allocated to companies in
this first stage. Moreover, the pilot phase relied on estimates of annual emissions data, leading to

imprecise caps being set in phase one. The significant carbon price decline in 2006 resulted from

IThe carbon price is measured by the price of the current-month carbon futures contract over the different phases of
the EU ETS.
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Figure 1: The EU Carbon Price

the total amount of allowances exceeding the total number of emissions, eventually resulting in
the price converging to zero since phase one allowances were not transferred to phase two.

The second phase lasted from 2008 to 2012 and coincided with the first commitment period of
the Kyoto Protocol, which was associated with several countries meeting emission reduction tar-
gets. Contrary to the first phase, several changes were implemented. For instance, the proportion
of free allocation fell to around 90 per cent, businesses were allowed to buy international cred-
its, several countries held auctions, and the EU ETS expanded its covered sectors, including the
aviation sector, in 2012. Furthermore, relative to the first phase, reliable emissions data became
available, resulting in the cap on allowances being lowered to raise the price of carbon. Having
said that, the moderate increment of carbon prices during the second phase was a consequence
of economic inactivity caused by the 2008 economic crisis, which led to falling emissions and a
surplus of allowances and credits.

The third phase, which took place from 2013 until the end of 2020, was characterised by sig-
nificant changes in its regulations relative to the first two phases. In particular, caps that were
set at the national level were replaced by a single EU-wide cap on emissions. Moreover, instead
of free allocation, auctioning became the default form for allocating allowances. The system fur-
ther expanded by including more sectors and gases such as nitrous oxide, perfluorocarbons, and

carbon dioxide. Given the surplus of allowances that built up following the Great Recession, in



2014, the Commission postponed the auctioning of 900 million emission allowances. To further
reduce the current surplus of allowances as well as insulate the system from major shocks, the
Commission introduced a market stability reserve in January 2019. As a result, back-loaded and
unallocated allowances were not auctioned in the final years of phase three but were transferred
to the reserve instead.

The fourth and current phase, which began in 2021 and is set to run until 2030, was charac-
terised by further action taken by the Commission to reduce allowances and achieve the EU’s
2030 emission reduction targets. In particular, the pace of annual reductions in total allowances
increased to 2.2 per cent from the previous 1.74 per cent. Continuing the need to insulate the sys-
tem from future shocks, the market stability reserve was reinforced. In addition, the Commission
further revised and expanded the scope of the EU ETS to achieve a climate-neutral EU by 2050
(Comission 2020a).

3.2 Construction of the carbon policy surprises

The EU ETS provides a suitable ground to investigate the role of carbon policies on the mac-
roeconomy. Particularly, with regular updates made by the EU ETS in enforcing lower emis-
sions, I utilise the regulatory events to construct the carbon policy surprise series. Encouraged
by the event study literature on FOMC announcements in the context of monetary policy (see,
e.g. Giirkaynak et al. (2005); Gertler & Karadi (2015)), I collect a comprehensive list of regulat-
ory events that relate to the EU ETS. These events can include either a decision made by the
European Commission, a vote of the European Parliament, or a judgement from a European
court. This information is included in the official journal of both the European Union and the
European Commission Climate Action news archive. Similar in spirit to Kanzig (2023), I focus on
regulatory news regarding the overall supply of emission allowances to allow for comparability.
To this end, I include events that concern the overall cap in the EU ETS, the free allocation of al-
lowances, the auctioning of allowances, and the use of international credits. I extend the sample
and identify a total of 145 regulatory events from 2005 to 2023.

The carbon market is suitable for measuring high-frequency changes in EUA carbon futures
since emission allowances can be auctioned off and traded in different markets since there exists
a spot and futures market in which the EUAs can be traded. Formally, EUAs define the right to
emit one tonne of carbon dioxide equivalent gas and can be traded across different markets. The

spot markets include Bluenext in Paris, EEX in Leipzig, and Nord Pool in Oslo. Alternatively,
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EUA futures can be traded in futures markets, including EEX in Leipzig and ICE in London. In
this paper, I collect daily carbon futures data from the ICE since it dominates the price discovery
process in the European carbon market (Stefan & Wellenreuther 2020).

Considering the event study literature, the maturity of the carbon futures contract is a crucial
choice in the identification. Since in this paper I aim to capture both the current and the expected
path of regulatory events on the macroeconomy, I select the longest maturities available including
the current-month carbon futures rate out to the three-year carbon futures rate. Hence, I obtain
data for the current, 3-, 6-, 9-, 12-month, 2-, and 3-year EUA carbon futures. The high-frequency

(daily) data on EUA carbon futures prices are sourced from Refinitiv.

3.3 High-frequency identification

The aim of this paper is to construct a time series of carbon policy surprises by utilising the
surprise changes of a spectrum of carbon futures prices around regulatory events. The EU ETS
carbon market provides a suitable setting for utilising the high-frequency identification approach
to identify carbon policy shocks given that regulatory events can have significant effects on the
price of emission allowances.

Furthermore, the high-frequency identification approach is useful as it directly addresses the
potential endogeneity concerns related to the carbon market. In particular, by measuring the
changes in the carbon futures within a tight window around the regulatory event, I isolate the
impact of the ET ETS’s regulatory events and ensure that the corresponding instrument is exo-
genous and appropriately captures unexpected changes in carbon prices. As a result, reverse
causality of economic conditions can be ruled out because they are already taken into consider-
ation by the market before the regulatory event and are unlikely to change within a sufficiently
tight window. This ensures that the derived series will only capture changes in the carbon futures
that are driven by the EU ETS regulatory news.

Regarding the size of the event window, I select a daily window for several reasons. First, it
ensures that no other background noise influences the response (Nakamura & Steinsson 2018).
Moreover, a daily window is suitable in this framework as it gives the markets enough time
to respond to regulatory news whilst ensuring that the window is narrow enough to exclude
other data releases that can move carbon prices. Alternatively, using an intra-day window is
unsuitable in the context of the carbon market since the release times of the policy events are not

always available over the sample period.
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Based on 145 regulatory news, I construct the carbon policy surprise series by measuring the
percentage change in the EUA futures price on the day of the EU ETS regulatory event relative

to the price on the last trading day before the event:

CPSurprisei’,d = Ft}fd - Ff"d_l @)

where d and t denote the day and the month of the event, respectively and F; ; is the (log) settle-
ment price of the EUA futures contract in month ¢ on day d.

For the estimation, the daily surprises CPS urprisef?, ; are aggregated to a monthly series CPS urprisel!
by summing over the daily surprises in a given month. Alternatively, in months with no regu-
latory events, the monthly series takes the value of zero. Aggregating the daily surprises in a
monthly frequency is necessary, given that the macroeconomic variables that are considered in

the estimation are available at a monthly frequency.

3.4 Diagnostics of the surprise series

In this section, I analyse the high-frequency reactions of EUA carbon futures at different matur-
ities using a daily window around EU-ETS regulatory events. As mentioned previously, in this
paper, I examine the role of expectations in the carbon market. To do this, I not only consider
the changes to the current-month carbon futures, but I also measure the changes to a spectrum
of carbon futures out to a horizon of three years. Therefore, I capture daily changes across seven
different EUA carbon futures maturities to construct the carbon surprise series.

To better characterise the dynamics of the EUA carbon futures at different maturities, I present
the reactions of carbon futures around the regulatory events across the seven maturities in Figure
2. The figure highlights the differences in the reactions of the carbon futures to EU ETS regulatory
events across the different phases. In the second phase, the reactions across all maturities were
somewhat consistent in their responses to regulatory events. However, this consistency is not
persistent, given that the largest discrepancies across the maturities were observed in the third
phase, particularly between 2012 and 2015.

The third phase was marked by the largest fluctuations in reactions for all maturities across
the sample, which is not surprising given that this phase coincided with significant changes in
regulatory events in the carbon market. For example, in April 2013, following the European Par-
liament’s vote against the Commission’s back-loading proposal, all carbon futures from the cur-

rent month up to the one-year maturity experienced a significant decline. Notably, this decrease
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Basis Points Carbon futures reactions around EU-ETS regulatory news

Figure 2: Carbon futures changes around EU ETS regulatory events across maturities

was not mirrored by a similar drop in the carbon futures at the two- and three-year maturities.
My findings indicate that shorter maturities consistently reacted to the regulatory events, while
the three-year rate displayed distinct responses. This distinct behaviour was especially evident
in the fourth phase, from 2020 to 2022, during which the three-year rate did not respond to regu-
latory events at all.

The differences in reactions across various maturities are more clearly illustrated in Table 1,
which presents the basic statistics for these series. Key observations indicate that the average
responses were negative across all maturities, with the 2-year and 3-year responses showing the
smallest average values. Conversely, the current-month future rate exhibited the largest negative
average. Additionally, the current-month carbon future rate had the highest standard deviation
compared to the longer maturities, indicating that it is the most volatile in response to regulatory
events over the sample period. In contrast, the 2-year and 3-year carbon futures showed the least

volatility, suggesting that these longer maturities are less sensitive to regulatory changes.

3.5 Construction of the carbon factors

Recall that the main contribution of this paper is to analyse whether communication about the
future supply of carbon can be captured by a single factor, more specifically, the surprise com-
ponent of the change in the current carbon futures or whether there are additional dimensions
that need to be incorporated. Therefore, to summarise the dimensions of carbon policy, I examine
the number of factors needed to summarise EU ETS regulatory events using a method similar in

spirit to Glirkaynak et al. (2005).
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The matrix X can be denoted as a T x n matrix with rows corresponding to the EU ETS regu-
latory events and columns corresponding to EUA carbon futures. Each element of X denotes the
change in the respective carbon futures price in a narrow window around the EU ETS regulatory

event. We can express X as follows:

X=FA+y )

where F is a T x k matrix of unobserved factors (where k < n), A is a k x n factor loading
matrix, 77 is a T x n matrix of white noise disturbances. In this case, X is a matrix that contains 145
rows corresponding to the number of EU ETS regulatory events and 7 columns corresponding
to the current, 3-, 6-, 9-, 12-month, 2-, and 3-year EUA carbon futures. In this setting, we are
interested in assessing the number of factors (columns of F) required to summarise matrix X.

To estimate the unobserved factor matrix F, I utilise the principal components method and
apply it to the data matrix X. The instruments for the carbon policy shocks are obtained by
decomposing the high-frequency changes of EUA futures into principal components (PCs) and
selecting the most important PCs. Using the set of EUA carbon futures (current, 3m, 6m, 9m,
12m, 1y, 2y, and 3y) that characterise the expected path of EUA futures over the 3 years, the
data suggests that the first two PCs account for 94.4 per cent of the total variance across the
maturities, with their contributions amounting to 83.7 per cent and 10.7 per cent, respectively.
Based on the PCA analysis, two orthogonal instruments are extracted, denoted as F; and F,. It
is worth noting that the two respective factors expressed in this form are orthogonal but do not
yet have a structural interpretation, making it difficult to isolate their role in their transmission.
Subsequently, there is a risk that both factors may be correlated with surprises in the current
month’s carbon futures target. This is important to distinguish because the objective of the paper
is to develop a separate instrument that relates to the expected path component while ensuring
it does not impact the current month’s short rate.

To facilitate the interpretation of the factors, I perform a rotation of the two factors following
Giirkaynak et al. (2005) to yield two new factors, which can be denoted as Z; and Z;. The be-
nefit is that the two rotated factors have a structural interpretation but remain orthogonal and
still explain the same proportion of the matrix X as F; and F,. The crucial difference is in the
interpretation of the factors. In essence, the unexpected change in the current target carbon fu-
tures rate is exclusively driven by the Z;, which denotes the first column of Z. As a result, the

first component can be characterised as the "target" factor, which can be interpreted as a surprise
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in "action". More specifically, the factor captures news about the direction of short-term carbon
policy which in this case is policy in the current month.

It is worth noting that the “target” factor is close in principle to the carbon policy shock by
Kénzig (2023). The main point of departure is that the "target” factor strictly captures the com-
ponent that relates to the current-month carbon futures rate, whereas the measure by Kénzig
(2023) relies on raw changes in current-month carbon futures data, which may contain elements
of both dimensions, hence, capturing the net-effect. Alternatively, in this paper, I separate these
two dimensions since the factor estimation strips out white noise from the data. Therefore, it can
be assumed that the target factor (Z;) is a better measure of the component of the carbon futures
rate surprises relative to the standard measure that is based on the raw data of the current-month
carbon futures rate (Giirkaynak et al. 2005).

The second component can be characterised as the “path” factor, which can be interpreted as
a surprise in the "expected path", which captures changes in future carbon rates out to a horizon
of three years and is independent of changes in the short-term carbon futures. Thus, the second
column of Z, denoted by Z,, captures the remaining dimensions which summarise the EU ETS
regulatory events which change futures rates for the subsequent three years without changing
the current carbon futures rate. Under this assumption, it is useful to suggest that the expected
path captures an additional transmission that focuses on the surprises of regulatory events that
impact expectations about future rates that are independent of the current stance.

To better illustrate the rotation of the factors, we can express Z as a 145 x 2 matrix, which has

the following representation:

Z=FU 3)

where U is defined as a 2 x 2 orthogonal matrix:

u- | P @)

a B

and is uniquely identified by the following four restrictions. First, the columns of U are nor-
malised to have unit length, which normalises Z;, and Z, to have unit variance. Secondly, the

new factors Z; and Z, should be orthogonal to each other such that:

E(Z1Z2) =0a1B1 +a2B2 =0 5)
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Third, Z,, which denotes the second column of Z is a vector that does not influence the current
futures contract. In particular, let 1 and <, denote the (known) loadings of the current-month

carbon futures contract on F; and F, (the unrotated factors form the PCA), respectively. Since

1
F=————1B2Z1 —arZ 6
1 “1/32_“251[[32 1~ a2Z5] (6)
B=———uZ—piZ)] )
2= B —mp 2B
It follows that:
Y1 — 162 =0 (8)

The unique matrix U can be solved given the set of conditions are satisfied.

To solidify the interpretation of the factors, Table 2 reports the loadings on the seven matur-
ities in the high-frequency dataset on the two instruments. The structural interpretation of the
factors following the rotation ensures that only the first component of the PCs affects the current-
month future rate, whereas the second component does not. This is highlighted by the first
element in the second column being equal to zero. More importantly, we find that the patterns
of the loadings across maturities differ across the two instruments. “Action” has a fluctuating
pattern over the maturities, at least for the shorter maturities, with the peak occurring at the 3-
month rate. Having said that, the loadings display a declining pattern at longer maturities, with
the 3-year maturity displaying the smallest value, suggesting that the importance of the action
factor is declining with maturity. In contrast, the “expected path” has an increasing pattern with

the 3-year maturity displaying the largest value.
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3.6 The target and path factor

In this section, I present the dynamics of the factors over the sample period, as illustrated in Fig-
ure 3. Both the target and path factor series exhibit a relatively consistent pattern throughout the
sample. However, the most significant fluctuations occurred during the first half of the sample,
particularly towards the end of the second phase and the beginning of the third phase, from 2012
to 2014. This increased volatility is understandable, as major regulatory events during this period
played a crucial role in shaping the carbon market.

For example, in March 2011, both factors responded positively when the Commission pro-
posed to auction 120 million allowances in 2012. The significant positive change in the path
factor aligns with the idea that this regulatory event was more indicative of the future policy tra-
jectory. In contrast, in November 2012, the path factor experienced a substantial negative surprise
change following a regulatory update regarding the Commission’s amendment to back-load 900
million allowances to 2019-2020. Since this amendment also indicated future policy directions,
the target factor did not respond with an equally large negative surprise change.

Bps
6

——Target ——Path

Figure 3: The target and path factor

In April 2013, the European Parliament voted against the Commission’s back-loading pro-
posal, which resulted in the largest negative surprise change for the target factor. This regulat-
ory event primarily revealed information about immediate carbon policy decisions rather than
providing clarity on the future direction of carbon policy. As a result, it did not lead to a similarly
significant surprise change in the path factor.

Conversely, in September 2013, the Commission finalized the free allocation for the industrial
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sector in phase three. This decision generated a positive surprise change for both the target and
path factors. However, the target factor saw a significantly larger increase because the event was
more directly related to current policy changes.

In certain cases, we find that the discrepancies between the two factors are not only related to
the magnitude of the surprises but also to the responses elicited by these surprises. For instance,
the Commission’s temporary approval of free allowances for power plants led to a negative sur-
prise change in the target factor in May 2012. However, this was not mirrored by a negative sur-
prise change in the path factor, as the Commission had earlier published guidelines for setting
national limits for 2013-2020 during the same month. Given that this event signalled potential
future increases in carbon prices, the path factor actually experienced an upward shift.

In our analysis, we observed that the largest discrepancies between the two factors occurred
during the first two phases and at the beginning of the third phase, specifically up until the end of
2014. However, over the course of the sample period, these discrepancies diminished. By the end
of the third phase, we noted that both factors showed relatively similar responses to regulatory
events. For example, in February 2019, the introduction of a stricter carbon leakage list resulted
in both the target and path factors increasing by the same amount.

In the fourth phase, the volatility of the factors was significantly lower compared to the first
half of the sample. This can be attributed to the fact that most substantial regulatory changes
took place during the second and third phases. Given the observed differences in the dynamics
between the two factors, we plan to estimate the impact of the identified carbon policy shocks
separately using an external instrument VAR approach. The next section will detail the estima-

tion procedure.

4 Asset price responses to carbon policy shocks

4.1 Daily local projections

One of the contributions of this paper is to highlight the role of the target and the path factor
on a class of asset prices. By estimating a daily local projection, I examine whether the effect of
carbon policy shocks are persistent over the sample. Using daily financial data, I collect data on
the 3-month, 1-year, 2-year, and 10-year Overnight Index Swaps (OIS) rates and stock market
volatility in the EU from 2005 to 2023.

I estimate the following local projections similar to Jarocifiski (2024):
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where x; is a daily financial variable, and t represents the day in which there is an EU ETS
regulatory event. To consider the degree of persistence of the shock on the financial variables,
I include (business days) horizons of h = 1,2,3,4,5,10,15,20,25. u;;, i = 1,2 are one sample
standard deviation shocks relating to the target and the path factor, respectively. It is worth
noting that the one standard deviation shocks based on the local projections are included in the
regression individually where B u; ; captures the effect of a one-sample standard deviation shock.
The equation is estimated via OLS with heteroskedasticity-robust errors. A bootstrap procedure

accounts for the uncertainty in the estimation of the shocks.

21



Figure 4: Daily local projection estimates following a 1-sample standard deviation shock of the
target factor, T'1, and the path factor, P2, respectively. One-standard deviation bands (68 per
cent and 90 per cent probability) are reported. Note that the standard deviations are robust het-
eroskedastic and account for the uncertainty in the estimation of the shocks.
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Figure 4 reports the results from the daily local projections where the variable x is the respect-
ive financial variable. The results highlight several key findings. Firstly, the responses across
the OIS rates are consistent across the two shocks, T1 and P2. In particular, both carbon policy
shocks have no persistent effect on the 3-month OIS rate, especially in the first 10 days. The
greatest variation in the responses across horizons can be observed at longer maturities.

Moreover, the discrepancies between the two shocks are better reported for OIS rates at longer
maturities. For instance, the path factor contributes to a persistent increase of the 1-year and 2-
year OIS rates after 5 days, where the response becomes significant after 20 days. In contrast, the
target factor only increases the 1-year and 2-year OIS rates after 10 days and remains insignificant.

The 10-year rate response displays the largest differences between the two shocks. While the
10-year rate initially responds negatively to both shocks, the target factor significantly declines
the 10-year OIS rate before increasing and becomes negative again after 15 days. In contrast, the
path factor contributes to significantly higher responses after 5 days, reaching its peak after 20
days, where this increase is significant.

Finally, both the target and the path factors contribute to lower stock volatility, albeit by differ-
ent magnitudes. The target factor leads to a significant initial decline, but the negative response
remains persistent throughout the horizons, except after 20 days. Similarly, the path factor leads
to an initially negative response that remains persistent until after 15 days, with the response

becoming positive yet insignificant.
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5 Econometric Framework

As described in the previous section, we utilise high-frequency data to identify the carbon policy
shock. Making use of daily data, we assume that up to a measurement error, the announcement
of the outcome of a policy meeting is the only (exogenous) event that can impact carbon futures
in a tight enough window around the EU ETS regulatory announcement. In turn, the movement
of carbon futures in a daily window provides us with a relevant instrument for the carbon policy
shock.

However, the carbon policy surprise series is only a partial measure of the shock of interest
provided since there is a degree of measurement error (Stock & Watson 2018). As a result, I do not
use the measure as a direct shock but rather as an instrument. The benefit of the model is that we
are then able to use the high-frequency instrument as a basis for an external instrument, which
is used to examine the dynamic effects of the carbon policy shock in a VAR framework. More
specifically, I rely on Bayesian techniques to estimate an external instrument VAR model. Under
the standard assumptions for the instruments in the model, I assume that the surprise series is

correlated with the carbon policy shock but is uncorrelated with all other shocks.

5.1 Bayesian VAR model

Consider the following VAR model:

Y; = X;B + u; (10)

where Y; is a N x 1 matrix of endogenous variables, X; = [Y;_1, ..., Y;_p, 1] represents the
regressors in each equation and is (NP + 1) x 1. Bisa N x (NP + 1) matrix of coefficients B =
[B1, ..., Bp, c] and P are the lags. The reduced form residuals u; have a covariance matrix that can
be written as Var(u;) = X, where £ = AyA(y and where Aj denotes the contemporaneous impact
matrix. The reduced form residuals can be expressed as linear combinations of the structural

shocks ¢; through the matrix Ay as follows:

Ur = A(]St (11)

By definition, &; denotes the uncorrelated structural shocks that are normally distributed and
have a diagonal variance-covariance matrix, Var(e;) = Q. Assuming invertibility, the standard

covariance restrictions apply such that ¥ = ApQA(. A column of the Ay matrix corresponding to
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a specific shock can be estimated from the residuals of a VAR and a high-frequency instrument
using the method of Mertens & Ravn (2013). Recall that in this paper, we are interested in es-
timating the impact of two high-frequency instruments, notably the action and the expected path
instruments. Therefore, in the context of the model, the two high-frequency instruments identify
two different contemporaneous responses at the monthly frequency. This can be denoted as the
two columns of Ap, where Agy and k = 1,2.

The basis of the external instrument identification approach assumes that there exists an in-

strument m1; that satisfies the relevance and exogenous conditions as follows:

E[me1] =a #0 (12)
E[mez.n,] = 0 (13)

We assume that €1 ; is the structural shock of interest, which in this case is the carbon policy
shock. Alternatively, €;., ; represents the (n — 1) x 1 vector of the remaining structural shocks in
the model. Equation 12 is associated with the relevance condition of the instrument, implying
that the instrument is correlated with the structural shock that is to be estimated and is testable.
Equation 13 assumes that the instrument is exogenous and uncorrelated with the other shocks in
the model. If both assumptions hold for the validity of the instrument m;, then the first column
of the Ag matrix, a; is identified up to scale in the following way:

a1 _ E[mpup ]

11 = = 14
v a1, E[muy ] (14)

To facilitate the interpretation of the shock, I normalise the carbon policy shock to increase
HICP energy by 1 per cent. In other words, I assume a;; = 1 and assume that a unit positive
value of a1 1 has a unit positive effect on Y7 ;. The scale a1 is set by a normalisation subject to
Y. = ApQA|. Having obtained the impact vector, we can compute the IRFs, FEVDs, and historical
decompositions.

Recall that I derive two separate instruments (action and expected path) from the carbon
policy shock using the orthogonal rotation described in the previous section. Nevertheless, for
ease of interpretation, I simplify the notation and refer to £; ; as the generic carbon policy shock
that is of interest. Therefore, I estimate the impulse responses separately for the shock identified

by the action instrument and the shock identified by the expected path instrument.

25



5.2 Estimation

I estimate the external instrument VAR model using Bayesian techniques similar in spirit to
Miranda-Agrippino & Rey (2020). In particular, I impose a standard Normal-Wishart prior for

the VAR coefficients as follows:

B|Z ~ N(b,Z® Q) (15)

Y~ IW(s,0) (16)

where B is a vector including all the VAR parameters, s is diagonal where the elements are
selected as a function of the residual variance of the regression of each variable onto its own
first P lags. The degrees of freedom of the Inverse-Wishart are set such that the mean of the
distribution exists and is equal to v = n + 2. The parameters in both equations are selected to

match the moments for the distribution of the coefficients in 10 defined by the Minnesota priors:

6 fori=1j=k

0 otherwise

(17)
v (s )l‘—zz forj=k
|:( i)jk:| )\2 0‘]% .
T otherwise

j

where (B;) jk denotes the element in row (equation) j and column (variables) k of the coeffi-
cients matrix B at lag i(i = 1,..., P). When ¢; = 1, the random walk prior is strictly imposed on
all the variables. Otherwise, §; = 0 is set for variables in which this prior is not suitable (Banbura
et al. 2010). Secondly, the variance of all elements in B; is assumed to be proportional to the (in-
verse of the) square of the lag (i?) and to the relative variance of the variables. Finally, A is the
hyperparameter that dictates the overall tightness of the priors in the model. In particular, I treat

A as an additional parameter and estimate it following Giannone et al. (2015).

5.2.1 Prior specification

Following Banbura et al. (2010), I use a natural conjugate prior for the VAR parameters by incor-

porating dummy observations into the vector of variables as follows:
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diag(’)/lail/ o /’)’NUN)/T

ONx(P—1)xN

Yp1 = ‘ (18)

’

Xpg = Onxnp Onx1 (19)

O1xnp ex]y

where ]p = diag(l, ..., P) denotes the number of lags in the model. In this specification, I
set P = 6 since the frequency of our dataset is monthly. 7 to 7y denotes the prior mean for
the coefficients on the first lag, and T measures the overall tightness of the prior on the VAR
coefficients and is set to T = 1 whereas c controls the tightness of the prior on the constant. In
this application, the prior means are chosen as the OLS estimates of the coefficients of an AR(1)
regression estimated for each endogenous variable. As a result, o; are the scaling factors set using
the standard deviation of the error terms from these preliminary AR(1) regressions.

In this application, I set c = 101W and impose a fairly flat prior on the constant. I also impose
a prior on the sum of coefficients on the lagged dependent variables. This is implemented using

dummy observations as follows:

dia b
Yp, = 8(7151)\ YNGN) 0)
Xpo = ((th)®dfﬂ8()\71§1,~--,71\/§1\/) 0Nx1> (21)
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where ¢; denotes the sample mean for the 'th endogenous variable calculated using AR(1)
preliminary regressions. Finally, I set the tightness of the prior on the sum of coefficients to

A=10=%T.

5.3 Empirical Specification

The baseline specification includes six variables. This includes the energy component of HICP,
which is normalised to increase by 1 per cent following the carbon policy shock. Secondly, I
include total GHG emissions to capture the effectiveness of the carbon policy shock in reducing
emissions. Since emissions data is only available at an annual frequency, I construct a monthly
measure of emissions using the Chow-Lin temporal disaggregation method. I use industrial
production as the relevant monthly indicator, although this choice is robust to using HICP energy.
The remaining four baseline variables capture the macroeconomic effects of the carbon policy
shocks. This includes headline consumer prices, industrial production, the unemployment rate,
and stock prices which are sourced from Refinitiv. I estimate the model using monthly data from
January 1999 to December 2021. Recall that the carbon instrument is available from 2005 until
2023, given that the carbon futures data is available only from 2005.

Nevertheless, to improve the precision of the estimates of the model, I selected a longer
sample and estimated the model from January 1999 rather than in 2005. To deal with the dis-
crepancy in the years, I set the carbon surprise series to zero for the missing observations (Noh
2019). Finally, I estimate the VAR in levels. More specifically, all variables enter as log levels
except for the unemployment rate and the two-year rate.

To better explore the dynamics of the impulse responses to the carbon policy shocks, I ex-
tend the baseline VAR to examine the wider propagation and transmission of the carbon policy
shocks. Thus, I incorporate additional variables, including production, employment, and infla-
tion expectations. I also include the two-year rate to capture the stance of monetary policy, real
exchange rates, terms of trade, and the sub-indices for prices, including durables, non-durables,
services, and core consumer prices. All the variables are available at monthly frequency and are

obtained from Refinitiv.
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6 Macroeconomic effects of carbon policy shocks

I present the results of the BVAR model using the baseline specifications. Figure 5 reports the
impulse responses to the carbon policy shock identified by the action instrument, normalised to
increase the HICP energy component by one per cent on impact. Also reported is the median
over the saved draws, along with the 68 and 90 coverage set.

A tighter carbon policy shock triggers a sharp and significant increase in energy prices, provid-
ing evidence of the crucial channel that energy prices play in the transmission of carbon policy
shocks. Moreover, our findings indicate that this carbon policy shock is inflationary, as evidenced
by the positive response in headline consumer prices. While energy prices peak with a 1.97 per
cent increase after four months, headline consumer prices show a smaller increase of 0.30 per cent
after eight months. This smaller response of consumer prices compared to energy prices suggests

that the impact of the carbon policy shock primarily operates through higher energy prices.
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Figure 5: Impulse responses to a carbon policy shock identified by the action instrument

The carbon policy shock leads to a sustained decline in greenhouse gas (GHG) emissions.
While this indicates that stricter carbon policies are effective in reducing overall emissions, we
observe that the most significant negative impact occurs almost two years after the initial shock,
resulting in a 0.69 percent reduction in emissions. This decline in emissions seems to be driven by
a decrease in industrial production, suggesting that the carbon policy shock has contractionary

effects on the economy, primarily through negative aggregate demand effects.
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To illustrate this, the impulse responses of industrial production show similar patterns to the
emissions response, mirroring the delayed negative effects of the shock. Notably, the decline
in industrial production reaches its lowest point only after two years, showing a 0.34 percent
decrease. This finding is consistent with Kanzig (2023), which indicates that while emissions
decrease, this occurs at the cost of reduced industrial production. Furthermore, it is important to
note that both industrial production and emissions only experience a decline after a substantial
delay.

The impact of the carbon policy shock on headline consumer prices occurs more quickly than
on other macroeconomic variables, which aligns with the findings presented by Kanzig (2023).
For example, the delayed effect of the carbon policy shock is evident in the response of unem-
ployment, which only begins to rise after several months. This observation is consistent with the
gradual decline in industrial production. Similarly, stock prices exhibit a comparable response,
reaching their lowest point only after two years, showing a reported decline of 0.15 per cent. In
contrast to emissions and industrial production, the unemployment rate takes the longest to re-
flect the negative consequences of the shock. Overall, the results underscore the contractionary
effects of the carbon policy shock on the economy, likely operating through negative aggregate
demand effects that fully manifest after a few months.

Figure 6 illustrates the responses to the carbon policy shock identified by the expected path
instrument. Similar to the action instrument, this carbon policy shock is normalized to increase
energy prices by 1 per cent on impact. Our findings indicate that the responses exhibit similar dy-
namics to those observed with the action instrument, although the magnitudes of the responses
vary across different variables.

For example, energy prices rise and reach a peak after four months, showing an increase of
1.20 per cent. This increase is relatively modest compared to the rise in energy prices resulting
from the action instrument. This discrepancy may be attributed to the time it takes for producers
to adjust their prices in anticipation of stricter carbon policy expectations. In contrast to the im-
mediate price hikes triggered by a sudden tightening of carbon policy, the impact of expectations
allows producers to modify their production scales. Although this adjustment leads to higher
prices, the increases are not as pronounced as those associated with an immediate policy change.

Further support for this observation comes from the smaller positive response in headline
consumer prices, which increase by a modest 0.11 per cent. In comparison, the increase from the

carbon policy shock identified by the action instrument is 0.30 per cent.
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Figure 6: Impulse responses to a carbon policy shock identified by the expected path instrument

The expected path instrument has been found to contribute to higher prices, although these
increases are smaller in magnitude compared to those generated by the action instrument. How-
ever, there are significant discrepancies in other macroeconomic and financial variables. Notably,
the expected path instrument leads to more substantial negative economic effects, with these
impacts manifesting more quickly than those associated with the action instrument.

For example, industrial production shows a persistent and significant decline a few months
following the shock, reaching a minimum decrease of 0.62 per cent after one year. Similarly, emis-
sions also decline, but they reach their lowest point at a faster rate compared to the decline caused
by the action instrument. This rapid adjustment can be attributed to the immediate response in
production prompted by the expected path instrument, which results in lower emissions and
causes the effects of the shock to become apparent more quickly.

In line with the broader negative effects on aggregate demand, the unemployment rate rises
following the shock, reaching a peak of 0.12 percent after 28 months, compared to a peak of 0.04
percent after 31 months. The expected path instrument also shows a stronger impact on stock
prices, which decline immediately and remain negative for several months. Overall, the results
indicate that while the action instrument influences prices significantly, the expected path instru-
ment has a greater negative effect on demand, as evidenced by the more pronounced decreases
in economic activity. This suggests that the expected path instrument functions as a form of for-

ward guidance, prompting producers to adjust their production in a contractionary manner in
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anticipation of tighter future policies.

6.1 Historical contribution of carbon policy shocks

Provided that the carbon policy shocks identified both by the action instrument as well as the
expected path instrument have significant effects on emissions and the macroeconomy, we may
be interested in assessing how much of the historical variation of these respective variables can be
attributed to the carbon policy shocks. To do this, I conduct a historical decomposition exercise to
directly compare the importance of the action instrument relative to the expected path instrument
in explaining the historical variation of the macroeconomic and financial series.

To compute the historical decompositions, we must ensure that the VAR model is stationary
and is not applied to integrated or co-integrated variables in levels (Kilian & Lutkepohl 2017). As
a result, I take the year-on-year growth rate of the variables in levels, excluding the interest rate,
and estimate the baseline model using the same sample period from January 1999 to December
2021.

Figure 7 displays the cumulative historical contribution of the carbon policy shock identified
by the action instrument on GHG emissions growth. Also reported are the actual values of the
series in per cent deviations from the mean. The figure indicates that the shock significantly influ-
ences emissions growth and has led to notable fluctuations in the series over the sample period.
However, the contributions from this shock are relatively larger in the latter half of the sample.
Consistent with the findings of Kénzig (2023), we observe that the substantial decrease in emis-
sions following the global financial crisis was not primarily driven by the carbon policy shock,
but rather by reduced activity due to lower demand. Specifically, the carbon policy shock ac-
counts for only a modest 22 per cent decline in emissions growth during the financial crisis. This
finding reinforces the effectiveness of the high-frequency identification approach as a suitable

method for isolating the carbon policy shock.
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Figure 7: Historical decomposition of GHG emissions growth

Figure 8 illustrates the cumulative historical decomposition of energy price inflation alongside
the actual values of energy price inflation, expressed as percentage deviations from the mean.
On average, the carbon policy shock contributes to a greater variation in energy price inflation
than it does in emissions growth. This observation remains consistent even during recessions.
Specifically, approximately 30 per cent of the decline in energy price inflation during the global

financial crisis can be attributed to the carbon policy shock.
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Figure 8: Historical decomposition of HICP energy inflation

To compare the findings across the two instruments, Figure 9 shows the cumulative historical
contribution of carbon policy shock identified by the expected path instrument on GHG emis-
sions growth, alongside the actual value of emissions growth in per cent deviations from the
mean. In some cases, the contribution of the expected path instrument is smaller compared to
that of the action instrument. For example, following the global financial crisis, the expected
path instrument accounted for 14 per cent of the decline in emissions growth, while the action
instrument explained approximately 22 per cent of the decline. However, there are significant
discrepancies across the sample. During the COVID-19 recession, the expected path instrument
had a much larger impact, contributing around 50 per cent to the decline in emissions growth,

compared to just 21 per cent from the action instrument.

34



5 ’('/i\ \\/\I , H
'A‘ A ’\"A\(‘J\ I b1y | : m\, ‘\ r'
) U | 4 \ U] 4N ﬂ N
e AT TRLANPIN I ‘h , L :
VL W N Y Yo W AT Y Hl B |u' n X \/ \
[\ \ ‘ \'\lr\ a
i

Percent
—
=3
S
=
< S
2. ﬁ
<
—%
-
—=
=<
P
4
X
—
5
£
<<
—=
i |
=

Figure 9: Historical decomposition of GHG emissions growth

Figure 10 illustrates the cumulative historical decomposition of energy price inflation, high-
lighting the differences in contributions from the two instruments. During the global financial
crisis, the shock accounted for approximately 28 percent of the decline in energy price inflation,
while the action instrument contributed around 30 percent. However, in more recent recessions,
such as the COVID-19 recession, the expected path instrument explained a larger portion of the
variation in energy price inflation, reaching nearly 60 percent, compared to the more modest 35
percent attributed to the action instrument. These findings align with the historical contributions

observed for emissions growth.
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Figure 10: Historical decomposition of HICP energy inflation

6.2 Variance decompositions of carbon policy shocks

To further assess the economic significance of carbon policy shocks, I compute the share of fore-
cast error variance of the baseline variables explained by both the carbon policy shocks identified
by the action instrument and the expected path instrument.

Tables 3 and 4 present the variance decompositions of carbon policy shocks identified through
the action and the expected path instruments, respectively. The results highlight significant dif-
ferences in the contributions of the two instruments. Overall, the carbon policy shock identified
by the action instrument results in a greater variation in the baseline variables compared to the
shock identified by the expected path instrument. Specifically, the action instrument accounts for

approximately 38 per cent of the short-run variation in energy prices, whereas the expected path

Table 3: Variance Decomposition (Action instrument)

h  HICP Energy Emissions HICP P Unemp. rate  Stock prices
6 0.38 0.05 0.54 0.11 0.28 0.19
[0.22,0.54] [0.01,0.14] [0.38,0.67] [0.03,0.23]  [0.13,0.44] [0.07,0.35]
12 0.38 0.06 0.50 0.11 0.20 0.16
[0.20,0.55] [0.03,0.15] [0.32,0.66] [0.03,0.23]  [0.07,0.37] [0.05,0.33]
24 0.36 0.25 0.46 0.11 0.09 0.13
[0.18,0.54] [0.08,0.46] [0.25,0.66] [0.04,0.23]  [0.04,0.22] [0.05,0.29]
36 0.34 0.35 0.46 0.12 0.08 0.13

(0.16,0.54]  [0.10,0.55] [0.22,0.68] [0.04,0.26]  [0.03,0.20]  [0.05,0.28]
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Table 4: Variance Decomposition (Expected path instrument)

h  HICP Energy Emissions HICP P Unemp. rate  Stock prices
6 0.14 0.02 0.04 0.06 0.24 0.01
[0.05,0.27] [0.01,0.07] [0.01,0.13] [0.02,0.14]  [0.11,0.39] [0,0.05]
12 0.12 0.11 0.04 0.07 0.09 0.01
[0.04,0.26] [0.02,0.24] [0.01,0.14] [0.03,0.13]  [0.04,0.21] [0, 0.06]
24 0.10 0.25 0.04 0.12 0.06 0.02
[0.03,0.24] [0.08,0.45] [0.01,0.14] [0.04,0.22]  [0.03,0.13] [0,0.09]
36 0.10 0.25 0.04 0.12 0.06 0.03
[0.03,0.25] [0.08,0.46] [0.01,0.16] [0.04,0.25]  [0.02,0.18] [0,0.11]

instrument contributes only 14 per cent.

Despite these differences, both shocks exhibit a decline in their contributions over time. Con-
versely, the carbon policy shock’s contribution to emissions increases in the long run. The action
instrument contributes to around 35 per cent of the variation in emissions, which is higher than
the 25 per cent contributed by the expected path instrument.

The carbon policy shock identified by the action instrument accounts for approximately 54
per cent of the variation in headline consumer prices. In contrast, the expected path instru-
ment explains a significantly smaller portion of this variation; however, its contribution is still
noteworthy. This finding aligns with the observed variations in industrial production and the
unemployment rate.

Interestingly, both instruments account for a larger share of the variation in industrial pro-
duction over longer time horizons. On the other hand, when it comes to the unemployment rate,
both shocks contribute to the most significant variation in the short term. Specifically, the action
instrument explains 28 per cent of the variation, while the expected path instrument accounts for
24 per cent.

Regarding stock prices, the action instrument shows a declining contribution across different
horizons, with its highest impact being 19 per cent in the short run. In contrast, the expected path
instrument exhibits an increasing contribution to the variation of stock prices, reaching its peak

at longer horizons.
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7 Wider effects and transmission channels

To gain a better understanding of how carbon policy shocks transmit to the economy, I extend
the baseline model to include a wide range of macroeconomic and financial variables. To com-
pute the impulse responses, I extend the baseline VAR one variable at a time and subsequently

estimate the model using seven variables each time.

7.1 Monetary policy, exchange rates and terms of trade

To investigate the monetary policy implications of carbon policy shocks, I estimate the impact
of both the immediate action and the expected path instrument on the two-year interest rate.
Examining this relationship is important because carbon policy shocks tend to increase prices
while dampening economic activity. The results shown in the first panel of Figure 11 indicate
that the action instrument leads to an increase in the two-year rate, peaking at a 0.15 per cent
rise after 10 months. This finding suggests that monetary policy responds in a contractionary
manner primarily to counteract the inflationary effects of the carbon policy shock. This aligns
with Kénzig (2023), which also finds that monetary policy reacts contractively, as evidenced by
the increase in the two-year rate.

The carbon policy shock identified using the expected path instrument, as shown in the first
panel of Figure 12, also confirms that monetary policy tends to contract in response to the higher
prices indicated in the baseline model. However, there are notable discrepancies between the
two instruments. For example, the two-year interest rate only increases by 0.12 per cent at its
peak, which is smaller compared to the increase caused by the action instrument. This finding
aligns with the baseline estimates, which indicate that the inflationary effects on both energy and

headline consumer prices are relatively modest relative to the action instrument.

2 yr rate REER Terms of Trade

0 4 8 12 16 20 24 28 32 36 40 0 4 8§ 12 16 20 24 28 32 36 40

Figure 11: Impulse responses of monetary policy, exchange rates, and terms of trade to a carbon
policy shock identified by the action instrument

I also examine the impact of carbon policy shocks on the real exchange rate. Following a

carbon policy shock identified by the action instrument, the real exchange rate depreciates, as

38



shown in the second panel of Figure 11. This depreciation may be a direct consequence of the
inflationary effects that arise from the shock. Conversely, the expected path instrument initially
results in a positive effect on the real exchange rate, but this turns negative after several years, as
illustrated in the second panel of Figure 12.

Furthermore, I analyse the role of terms of trade in the aftermath of the carbon policy shock.
The shock identified by the action instrument leads to a deterioration in terms of trade, which is
evidenced by the contemporaneous negative and significant response depicted in the last panel
of Figure 11. In contrast, the expected path instrument produces a positive response in terms
of trade, as shown in the last panel of Figure 12. The variations in responses between the two

instruments help to explain the differences in the baseline estimates reported.

REER

2 yr rate Terms of Trade
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Figure 12: Impulse responses of monetary policy, exchange rates, and terms of trade to a carbon
policy shock identified by the expected path instrument

7.2 Expectations

Given that carbon policy shocks propagate through future policy expectations, it is worth ex-
amining the role that both carbon policy shocks have on expectations. To this end, I collect data
on production expectations, employment expectations, and inflation expectations from Refinitiv.

Figure 13 illustrates the responses to a carbon policy shock, as identified by the action in-
strument, concerning production expectations, employment expectations, and inflation expecta-
tions, which were added individually and estimated separately. The results affirm the impact of
the carbon policy shock on industrial production, as indicated in the baseline model. Notably,
production, employment, and inflation expectations show similar trends, with the most signi-
ficant negative effects observed two years after the shock. These findings reinforce the baseline
estimates, suggesting that the negative economic consequences of the carbon policy shock only
materialise two years following the initial shock.

More interestingly, the responses of expectations to a carbon policy shock, as identified by the
expected path instrument shown in Figure 14, reveal notable differences in both dynamics and

magnitudes. As previously noted in the baseline model, the expected path instrument has a more
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Figure 13: Impulse responses of expectations to a carbon policy shock identified by the action
instrument

significant negative impact on macroeconomic aggregates, such as industrial production and
unemployment. Therefore, we would anticipate that this would also be reflected in expectations.

Our findings confirm this, as the carbon policy shock leads to an immediate decline in expect-
ations. Specifically, expectations for production and employment drop to their lowest point less
than a year after the shock, indicating that the effects of the carbon policy shock are transmitted
through the expectations channel. This is further supported by the faster decline in inflation ex-
pectations compared to the decrease caused by the carbon policy shock identified through the
action instrument. Overall, these results underscore the stronger negative demand effects associ-

ated with the expected path instrument.

Inflation Expectations

Production Expectations

Employment Expectations

Gl M TP L~

0 4 8 12 16 20 24 2;‘9 32 36 40

0 4 8 12 16 20 24 28 32 36 40

Figure 14: Impulse responses of expectations to a carbon policy shock identified by the expected
path instrument

7.3 Consumer prices

Carbon policy shocks contribute to a significant increase in energy and headline consumer prices,
as displayed in the baseline model. However, it is also worth considering the sub-indices for con-
sumer prices to better understand the transmission of the carbon policy shock on prices. There-
fore, I consider the responses of durables, non-durables, services, and core consumer prices.
Figure 15 shows the responses of various consumer price sub-indices following a carbon
policy shock identified by the action instrument. Initially, there is a modest increase in core
consumer prices; however, this increase is not significant in the short term and becomes more

pronounced after several lags. In contrast, the prices of services rise significantly immediately
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after the shock, showing the largest increase compared to other sub-indices, although they de-
cline consistently over the following months. Prices for durable goods also rise, but this increase
is not statistically significant during the observed periods. Conversely, the prices of non-durable

goods increase gradually over time and become statistically significant at longer lags.

HICP Core HICP Services HICP DUR HICP NDUR

Figure 15: Impulse responses of consumer prices to a carbon policy shock identified by the ac-
tion instrument

To compare the responses following a carbon policy shock identified by the expected path in-
strument, Figure 16 highlights key differences. Initially, the shock does not lead to an immediate
rise in core prices; instead, it takes time for this shock to result in higher prices. The immediate
negative impact corresponds with the responses observed in the services sector. In contrast to the
shock identified by the action instrument, which causes a sharp increase in services, the expec-
ted path instrument indicates an initial decline in services, with an increase occurring only after
several months.

In terms of durables and nondurables, the findings confirm this pattern. Specifically, durables
initially decline in response to the carbon policy shock and do not recover until a few lags later.
Their recovery remains subdued over time, which is consistent with the results from the action
instrument. In contrast, nondurables show a persistent increase after a few periods, following a
trajectory similar to that of the action instrument. Overall, these results suggest that the signific-
ant price increase associated with the action instrument is consistent across various categories of

consumer pI‘iCES.

HICP Core HICP Services HICP DUR HICP NDUR

Figure 16: Impulse responses of consumer prices to a carbon policy shock identified by the ex-
pected path instrument

41



8 Conclusion

Carbon policies are one of several tools that policymakers use to achieve lower emissions. In this
paper, I focus specifically on the EU ETS carbon market to develop two new measures of carbon
policy shocks. I utilise the high-frequency variation of a spectrum of carbon futures around 145
regulatory events related to the supply of emission allowances.

The main contribution of this paper is to expand the single-shock approach for identifying car-
bon policy shocks and to explore the influence of expectations regarding future carbon policies.
Specifically, I decompose the high-frequency movements in carbon futures into two orthogonal
instruments, which are extracted using the principal components analysis. To provide a struc-
tural interpretation to these factors, I apply a specific rotation to a subset of the principal com-
ponents, resulting in two new instruments: the "action" instrument, which captures changes in
the current policy rate and the “expected path” instrument, which captures changes in the expec-
ted path of future policy rates out to a horizon of three years, not inferred from the action itself.
This paper aims to offer a new perspective on how expectations of future carbon policy are trans-
mitted to the economy. To achieve this, I utilise the derived structural components to identify
policy shocks within an external instrument (Bayesian) VAR model and analyse their dynamic
macroeconomic implications.

The analysis, based on monthly data from January 1999 to December 2021, reveals signific-
ant effects of carbon policy shocks identified through the action instrument. While this shock
effectively reduces emissions, it negatively impacts industrial production, unemployment, and
stock prices. Notably, the most substantial negative effects occur two years after the initial carbon
policy shock.

In contrast, the carbon policy shock identified by the expected path instrument produces even
larger negative effects. These impacts manifest more quickly, with macroeconomic indicators,
such as industrial production, reaching their lowest point after just one year. The magnitude of
this decline is also more pronounced. These findings suggest that the expected path instrument
results in more significant negative demand effects. This phenomenon may be explained by pro-
ducers anticipating stricter future carbon policies, leading them to reduce production in advance.
Consequently, this behaviour results in a more immediate decline in industrial production and
an increase in the unemployment rate.

The results also reveal the inflationary effects of carbon policy shocks. Unlike macroeconomic

aggregates, energy prices and overall consumer prices respond more quickly, demonstrating im-
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mediate increases in response to these shocks. Specifically, the carbon policy shock, identified
through the action instrument, results in the most significant rise in energy prices and overall
consumer prices. Hence, the carbon shock primarily affects prices through higher energy costs.
In contrast, while the expected path instrument also leads to an increase in prices, this rise is
comparatively smaller. This finding supports the notion that when producers foresee stricter fu-
ture carbon policies, they have time to adjust their production processes, which helps prevent
significant price increases.

By examining the effects of carbon policy shocks identified by both the action and expec-
ted path instruments separately, we have uncovered a new transmission channel that relies on
information about future carbon policy expectations. This insight extends beyond what is un-
derstood from the action component alone. Our findings are supported by the variances and
historical contributions, which highlight the differences between the two instruments. Specific-
ally, the carbon policy shock identified by the action instrument accounts for a larger variation
in baseline variables. However, the expected path instrument also significantly influences vari-
ations in emissions growth and energy price inflation, particularly during the COVID-19 reces-

sion. This indicates that the expected path has become a more relevant factor in recent times.
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9 Appendix

9.1 Regulatory events

Table 5 outlines the key EU ETS regulatory events from 2005 to 2023, detailing the type of event
and its corresponding date. In total, I have identified 145 regulatory events within the sample

period.
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