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Abstract

We characterize the set of communication equilibrium payoffs of any undiscounted repeat
matrix-game with imperfect monitoring and complete information. For two-player game
characterization is provided by Mertens, Sorin, and Zamir (Repeated games, Part A (1994)
DP 9420), mainly using Lehrer’s (Math. OperationsRes. (1992) 175) result for correlated equilibria.
The main result of this paper is to extend this characterization to then-player case. The proof o
the characterization relies on an analogy with an auxiliary 2-player repeated game with inco
information and imperfect monitoring. We use Kohlberg’s (Int. J. Game Theory (1975) 7) res
construct explicitly a canonical communication device for each communication equilibrium payof
 2004 Elsevier Inc. All rights reserved.
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1. Introduction

We study repeated games with imperfect monitoring. In such interactions, a on
matrix-game known by all the players is repeated over and over, and after each s
the players get some signal depending on the actions just played. A general goal is
extend the Folk Theorem to such games, i.e. to characterize the set of equilibrium p
according to the original data (one-shot game and signalling functions). The pion
work in this area is due to Lehrer, who obtained characterizations of equilibrium pa
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for 2-player games in the case of Nash equilibria (Lehrer, 1989, 1992b) and i
case of correlated equilibria (Lehrer, 1992a). In then-player case, characterizations we
provided for particular classes of signalling functions only (Lehrer, 1990 for semi-standa
signalling, Renault and Tomala, 1998 for a partial result in case of graph monito
Tomala, 1999 for observable payoff vectors).

We deal here with general repeated games with imperfect monitoring, withou
assumption on the number of players, the one-shot matrix-game or the signalling fun
We provide a characterization of the set of equilibrium payoffs depending only o
original data. An important point is that we deal with communication equilibrium pay
and not with Nash equilibrium payoffs. Communication equilibria have been introduce
by Forges (1985) and Myerson (1982). These are Nash equilibria of some extension of t
repeated game, where a mediator who can communicate with the players has been add
The mediator has no payoff, no commitment power, and he can just communicate in
private way with each player between the stages. He may be seen as an extra play
payoff 0 who can help the players to coordinate themselves. Although communi
equilibria are more complicated to define, they are here easier to study. For exam
soon as playeri knows playerj has deviated,i can tell it to the mediator who will warn
the other players.

The set of communication equilibrium payoffs (denoted byC throughout the paper
always contains the set of Nash equilibrium payoffs and the set of correlated equili
payoffs of the one-shot game and is thus non empty. For two-player games, a chara
tion is provided in Mertens et al. (1994, part A), mainly using Lehrer’s (1992a) resu
correlated equilibria. The main result of the present paper is to extend this character
to then-player case. Mertens et al. use the following idea of Lehrer to characterizeC. A de-
viation of a player is undetectable if it can not be directly observed (i.e. has no influen
others’ signals) and provides to the deviator at least as much information (conseque
deviation cannot be detected by “asking questions” such as: what did you observe
stage?). For 2-player games, the characterization can be described as follows:C is the set
of individually rational payoffs which are feasible in a way such that there is no profi
and undetectable deviation. In then-player case studied here, a new phenomenon app
during the game, it is possible that all players know that a deviation occurred, w
knowing who has deviated. Consequently, at equilibria all players that may have de
must be simultaneously punished, and strategies leading to collective punishments
be introduced (see Tomala, 1999 for a construction of such punishments in a simple
This type of punishing strategies inducing simultaneously low payoffs for several cr
is typically a “Blackwell” approachability strategy (see Blackwell, 1956). The notion of in
dividual rationality is then replaced by the oneof joint rationality, and the introduction an
the characterization of the set of jointly rational payoffs is the main new aspect of our r

Our proof is based on the consideration of an auxiliary repeated game with two p
and incomplete information, and the use for such a game of a result by Kohlberg (
in the spirit of Blackwell’s approachability. In this auxiliary game, one of the pla
represents the mediator and the other player iscalled the cheater, representing any poten
deviator in the original game. The state of nature represents the identity of the playe
may be deviating in the original game. It is known by the cheater but not by the med
Formally, the auxiliary game obtained is a 2-player game with lack of information on
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side, where the uninformed player always has payoff 0 and with state dependent signalli
The study of some Nash equilibrium payoffs of such repeated games yields our res
particular, it provides for each communication equilibrium payoff of the original ga
an associated canonical communication device. The analogy between commun
equilibria of the original game and specific Nash equilibria in the game is very ro
It is merely an identification of strategy spaces in the two games. In particular it is va
under any kind of evaluation of payoffs e.g. discounted games or finitely repeated gam
However, to get a full characterization of the set of equilibrium payoffs, we focu
undiscounted games for which some aspects of the analysis are easier. For example
can use any finite number of stages for information transmission, without influe
payoffs. As a consequence, our characterization requires no hypothesis on payoffs, as
the Folk Theorem. For convenience, we first present our result in the case of determinis
signals. This simplifies the definitions and the proof, but the characterization will also
in the general case of random signals (see the last section). This may be of intere
random signals appear in many economic models such as principal-agent problems
the outcome observed by the principal depends stochastically on the action taken
agent. In such a case, the use of a mediator can also have some economical relevan
of situations where an outside actor (a regulation authority, e.g. representatives of th
is used to smooth conflicts inside a firm.

In Section 2, we introduce the model and the definitions. For simplicity, we already sta
with the notion of canonical communication equilibria, which is payoff-equivalent to tha
of communication equilibria. The statement of the characterization is given in Sect
We then derive previously known results from it, and provide illustrative examples sho
how to computeC. An example is given whereC is not a polytope (i.e. the convex hull o
a finite number of points). Note that such an example necessarily involves at least 3 p
since for 2-player games,C is a polytope (Lehrer, 1992a). In this case, simultane
punishments are much more difficult to construct. Section 4 is devoted to the proo
to the analogy with 2-player repeated games with lack of information on one side
finally conclude with the consideration of random signals (Section 5).

2. The model

We start with a set of playersN . Each playeri in N has a set of actionsAi and a
payoff functiongi from A = ∏

j∈N Aj to R. The observation of playeri is given by a se

of signalsUi and an observation functionf i from A to Ui . The repeated game, denot
by Γ , is played as follows. At each staget = 1,2, . . . , the players independently an
simultaneously choose an action in their own set of actions. Ifa in A is the joint action
selected, the stage payoff for playeri is gi(a), and before starting staget + 1, playeri
learns the signalf i(a) only (hence playeri may not know his own payoffgi(a)). Players
are assumed to have perfect recall. The infinitely repeated gameΓ is thus characterize
by the dataN , (Ai)i∈N , (gi)i∈N , (Ui)i∈N, (f i)i∈N , fixed once and for all. We assum
that the set of players, the sets of actions and the sets of signals are all non
and finite. The goal of this paper is to provide a characterization of the set of unifor
communication equilibrium payoffs according to these data. Throughout the paper,
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will use the following notations. If(Ei)i∈N is a collection of sets indexed byN , E will
denote

∏
i∈N Ei . An element(ei)i∈N in E will simply be denoted bye, and we will denote

by e−i the current element ofE−i = ∏
j �=i E

j . We will write e = (ei, e−i ) when theith
component is stressed. IfE is a finite set,|E| will denote its cardinality and∆(E) the set
of probability distributions overE. An elemente in E will be identified with the Dirac
mass one. For p = (p(e))e∈E in ∆(E), Suppp will denote the support ofp. ∆(E) will
be viewed as a subset of the Euclidean spaceR

E , andp · q will denote the canonica
inner product ofp andq . A communication equilibrium ofΓ is a Nash equilibrium o
an extended game where a mediator has beenadded. The mediator communicates w
the players through a fixed public knowledge procedure called a communication d
before each stage, he sends a private recommendation to each player, and after ea
each player sends a message back to the mediator. Notice that there is no need here
an extra initial stage where the players would send messages to the mediator, beca
players have no initial private information. Forges in 1986 (see also Mertens et al.,
showed, using a revelation principle, that communication equilibria admit a canonic
form. Namely, any communication equilibrium outcome can be sustained by a canon
communication equilibrium in which at eachstage, the mediator suggests each pla
which action to play, players actually play these actions and report their observed sign
to the mediator. Since the set of canonical communication equilibrium payoffs equals th
set of communication equilibrium payoffs, we only formally define the former. We
consider communication devices such thatthe recommendation sent by the mediator
each playeri is an action inAi and where after each stage each player sends ba
message inUi . To distinguish between recommendations and actions, and between s
and messages, it is actually convenient to define, for each playeri: Ri = Ai (Ri will be
interpreted as the set of recommendations for playeri whereasAi is the set of actions tha
playeri can take), and similarlyMi = Ui (Mi for messages sent back to the mediator,Ui

for signals observed by playeri).

Definition 2.1. A canonical communication device is an elementc = (ct )t�1, where
c1 ∈ ∆(R) and for eacht � 2, ct is a mapping from(R × M)t−1 to ∆(R).

Given a fixed canonical communication devicec, we define an infinitely repeate
gameΓc played as follows:

Stage 1. The mediator selects a joint recommendation(ri
1)i∈N in R according toc1,

and privately sends the recommendationri
1 to each playeri. Then the players

simultaneously choose actions and receive signals as in the original game,
conclude stage 1 every playeri chooses a messagemi

1 in Mi that he sends in
private way to the mediator.

Staget . The mediator selects a joint recommendation(ri
t )i∈N in R according toct ((r

i
1,

mi
1)i∈N, . . . , (ri

t−1,m
i
t−1)i∈N) and privately sendsri

t to each playeri. Then the
players simultaneously choose actionsat = (ai

t )i∈N and receive signals (f i(at )

for player i), and to conclude staget every playeri sends back a privat
messagemi

t to the mediator.
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Players are assumed to have perfect recall, and the whole description of the
includingc, is public knowledge. InΓc, a behavior strategy for playeri will be denoted by
σ i = (σ i

t , ξ
i
t )t�1 where for eacht :

σ i
t gives the lottery on actions played by playeri at staget depending on his pas

recommendations from the mediator, the actions he played, the signals he ob
and the messages he sent to the mediator.σ i

t is a mapping(Ri × Ai × Ui × Mi)t−1 ×
Ri −→ ∆(Ai).
ξ i
t gives the lottery on messages sent by playeri at staget , depending on the past. It

a mapping(Ri × Ai × Ui × Mi)t−1 × Ri × Ai × Ui −→ ∆(Mi).

Denote byΣi the set of behavior strategies for playeri in Γc. A play in this game is
a sequence((ri

1)i∈N, (ai
1)i∈N, (ui

1)i∈N, (mi
1)i∈N, . . . , (ri

t )i∈N, (ai
t )i∈N, (ui

t )i∈N, (mi
t )i∈N,

. . .), hence the set of plays isΩ = (R × A × U × M)∞, endowed with the productσ -
algebra. A profile of behavior strategiesσ ∈ Σ naturally induces a probabilityPσ,c over
Ω . We define the expected average payoffs as:

∀i ∈ N,∀T � 1, γ i
T ,c(σ ) = EPσ,c

(
1

T

T∑
t=1

gi(at)

)
.

We think of players as maximizing the expectation of their average payoffs and use t
classical notion of uniform (Nash) equilibria (see for example Sorin, 1992).

Definition 2.2. σ ∈ Σ is an equilibrium ofΓc if: (i) for each playeri, (γ i
T ,c(σ ))T �1

converges asT goes to infinity to someγ i
c (σ ),

(ii) for all ε > 0, there existsT0 s.t.σ is anε-Nash equilibria in finitely repeated gam
with at leastT0 stages, that is:

∀T � T0,∀i ∈ N,∀τ i ∈ Σi, γ i
T ,c

(
τ i, σ−i

)
� γ i

T ,c(σ ) + ε.

(γ i
c (σ ))i∈N ∈ R

N is then called an equilibrium payoff ofΓc.

In Γc, each playeri has a special strategyσ i∗: at each stage,σ i∗ plays the
recommendation just received, and sends back to the mediator the signal just ob
by playeri. We will refer toσ i∗ as the faithful strategy of playeri. We now define the se
we are interested in.

Definition 2.3. If c is a canonical communication device and if the faithful strategyσ ∗ is
an equilibrium ofΓc, the payoff(γ i

c (σ ∗))i∈N ∈ R
N is called a canonical communicatio

equilibrium payoff of the original repeated gameΓ . Let C be the set of such payoffs asc

varies.

As already said,C is indeed the set of all communication equilibrium payoffs ofΓ .
We will consequently often omit the word canonical while dealing with communica
equilibrium payoffs (CEP for short).
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3. The characterization

We first present the main strategic aspects of communication equilibria of rep
games with imperfect monitoring, then state our result and finally provide commen
examples.

3.1. Feasibility

We denote byg :A −→ R
N the vector payoff function(g(a) = (gi(a))i∈N for each

a ∈ A) and extendg to ∆(A) by settingg(p) = Ep(g) for all p in ∆(A). If P is a
subset of∆(A), we denote{g(p),p ∈ P } by g(P ). Since a CEP is defined as a lim
of expectations of stage-average payoffs, any CEP must belong to the convex comp
of feasible payoffsg(∆(A)). HenceC ⊂ g(∆(A)).

3.2. Individual rationality

The correlated minmax of playeri is defined by

wi = min
p−i∈∆(A−i )

max
pi∈∆(Ai)

gi
(
pi ⊗ p−i

) = max
pi∈∆(Ai)

min
p−i∈∆(A−i )

gi
(
pi ⊗ p−i

)
,

and the set of individually rational payoffs is

IR= {
x = (xi)i∈N ∈ R

N,xi � wi ∀i ∈ N
}
,

wherewi is the lowest quantity that playeri can be punished to. Note that the minimu
is taken over the set∆(A−i ), because the players can correlate their actions, with the
of the mediator, in order to punish playeri. It is plain that in any extended game play
i can always obtain at least a payoff ofwi by playing the maximizingpi at each stage
Hence at equilibrium his payoff should always be at leastwi . SoC ⊂ IR. Recall that when
the players perfectly observe all actions played(∀i, Ui = A andf i is the identity map)
the Folk Theorem (see Sorin, 1992) for CEP states thatC = g(∆(A)) ∩ IR. The last two
aspects (see Sections 3.3 and 3.4) are due to imperfect monitoring.

3.3. Undetectable deviations

This phenomenon already appears in two-player games, and the following defin
are due to Lehrer (1989). Assume playeri deviates in a way such that:

(i) it induces the same signals for every playerj in N\{i}.
(ii) it gives to playeri at least as much information.

It is then impossible to detect thisdeviation, because no player inN\{i} will be aware of
it, and playeri is able to continue the play as if he did not deviate. Such deviation sh
not give a better payoff to him. Formally, letai andbi be two actions inAi . Think of ai as
the action recommended to playeri, and ofbi as a possible deviation. We writebi � ai if:
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(i) ∀a−i ∈ A−i ,∀j ∈ N\{i}, f j (bi, a−i ) = f j (ai, a−i ) (bi and ai are said to be
equivalent),

(ii) ∀a−i ∈ A−i , ∀b−i ∈ A−i , f i(ai, a−i ) �= f i(ai, b−i ) impliesf i(bi, a−i ) �= f i(bi, b−i )

(bi is said to bemore informativethanai).

Remark 1. Note that (ii) is equivalent to:∃µ̃i :Ui −→ Mi s.t. ∀a−i , µ̃i(f i(bi, a−i ))

= f i(ai, a−i ). Knowing his recommendationai , the action he playedbi and the signa
he observed, playeri is able to send back the signalf i(ai, a−i ) to the mediator, i.e. to pla
as if no deviation had occurred (see Lehrer, 1992a).

Assume now that the mediator selects a joint recommendationa = (aj )j∈N in
A according to some probabilityp, and privately recommends each playerj to
play aj . If player i deviates and plays some actionbi , his expected payoff will be∑

a−i∈A−i p(a−i |ai)gi(bi, a−i ) = (
∑

a−i∈A−i p(ai, a−i )gi(bi, a−i ))/p(ai). If moreover
bi � ai , the deviation will not be detected, henceat equilibrium, it should not give playe
i a greater payoff. We thus put:

P =
{
p ∈ ∆(A),∀i ∈ N,∀bi, ai ∈ Ai s.t.bi � ai,∑
a−i∈A−i

p
(
ai, a−i

)
gi

(
ai, a−i

)
�

∑
a−i∈A−i

p
(
ai, a−i

)
gi

(
bi, a−i

)}
.

Note thatg(P) is obviously included into the set of feasible payoffsg(∆(A)). Following
the work of Lehrer (1992a), Mertens et al. (1994) showed that for 2-player repeated g
C = g(P) ∩ IR.

3.4. Joint rationality

With more than two players, a new phenomenon appears: it may be the cas
everyone knows a deviation occurred, without knowing who did deviate. For exa
consider a 3-player game where:

(i) player 1 and player 2 have trivial monitoring (they always observe the same s
after each stage i.e.U1 andU2 are singletons).

(ii) the signal observed by player 3 does not depend on his own move and the value
signalling functionf 3 are given by the following matrix (player 1 is the row play
andA1 = {T ,B}, player 2 is the column player andA2 = {L,R}):

L R
T u v

B v v

Consider a canonical communication equilibrium where at some stage, the dev
recommends player 1 to playT and player 2 to playL. Suppose that at this stag
player 3 observes the signalv and faithfully sends it back to the mediator. Consider
unilateral deviations only, the mediator knows that one and only one of the three follo
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statements is correct: (player 1 has deviated by playingB) or (player 2 has deviated b
playing R) or (player 3 has deviated by reportingv). But he can not decide which on
is true. Consequently, we show that it is necessary to punish simultaneously all p
suspected of deviation to prevent profitable deviations. Concerning CEP, this implie
for any subset of players that can be simultaneously suspected, the equilibrium pay
these players may be linked and will have to satisfy several inequalities.

Example 3.1. Consider the following game:N = {1,2,3}, A1 = {T ,B}, A2 = {L,R},
A3 = {W,M,E}, U1 = U2 = {∗}, U3 = {u,v}. Payoffs are given by the followin
matrices:

L R
T (0,0,0) (0,2,0)
B (2,0,0) (1,1,0)

W

L R
T (0,1,0) (0,1,0)
B (0,1,0) (0,1,0)

M

L R
T (1,0,0) (1,0,0)
B (1,0,0) (1,0,0)

E

and signals for player 3 are as follows:

L R
T u v

B v u

W

L R
T v v

B v v

M

L R
T v v

B v v

E

First note that player 3 always has payoff 0. Hence deviations of this player
never be profitable, so we can simply forget about these deviations and always
player 3 as playing his faithful strategy. The set of feasible payoffsg(∆(A)) is here the
convex hull of (0,2,0), (2,0,0), and (0,0,0). If player 3 playsM, player 1’s payoff
is 0 whatever he does: hencew1 = 0. Similarly w2 = 0. Note that the two actions o
player 1 (respectively player 2) are not equivalent, henceg(P) = g(∆(A)). So we get
g(P)∩ IR= conv{(0,2,0), (2,0,0), (0,0,0)}where conv stands for convex hull. We cla
that (0,0,0) is not a CEP. The intuition is the following. Assume thatc is a canonica
communication device such that the faithful strategy(σ 1∗, σ 2∗, σ 3∗) is an equilibrium
of Γc with payoff (0,0,0). Since(0,0,0) is an extreme point ofg(∆(A)), (T ,L,W)

must be recommended to the players in most stages with high probability. Conside
the deviationσ 1 of player 1 consisting of playing at each stageT and B with equal
probability, independently of what happened before, and in particular independen
the recommendation of the mediator. Assume that(σ 1, σ 2∗, σ 3∗) is played. Then at eac
stage where player 3 is recommended to playM or E, the message reported to the media
is v, and at each stage where player 3 is recommended to playW , the law of the messag
reported to the mediator, is uniform on{u,v}. In particular, at each stage where(T ,L,W)

is recommended, it occurs with probability 1/2 that player 1 playsB, has a payoff of 2
and the reported message isv. Sinceσ 1 should not be a profitable deviation, player
has to be punished, and the device should recommend at (almost) every stage pla
playM. But consider now the deviationσ 2 of player 2 consisting of playing at each sta
L andR with equal probability, independently of what happened before. If(σ 1∗, σ 2, σ 3∗)
is played, the message reported to the mediator is again uniformly distributed on{u,v}
at each stage whereW is recommended to player 3, and the message reported t
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mediator isv at each other stage. We have seen that player 3 will then playM very often,
giving a payoff of 1 for player 2. Soσ 2 is a profitable deviation, and(0,0,0) can not be
a CEP. The point here is that it is not possible to punish simultaneously players 1
at the level(0,0). We now quantify the levels of simultaneous punishments. By pla
at each stageλM + (1 − λ)E, with λ in [0,1], player 3 can make sure that the expec
payoff for player 1 is(1 − λ) whereas player 2 has payoffλ. This will imply that any
payoff x = (x1, x2, x3) in conv{(0,2,0), (2,0,0), (0,0,0)} which verifiesx1 + x2 � 1
can be obtained as a CEP. This can be proved as follows: take an infinite seque
pure joint actionsa1, a2, . . . , at , . . . giving on the average the payoffx, and construc
a canonical communication devicec recommending to playat at each staget , as long
as the messages reported by player 3 do not imply that a deviation has occurr
avoid profitable deviations, if at some staget the message reported by player 3 sho
that a deviation has occurred, then at any subsequent stagec will recommend player 3
to play M with probability λ and E with probability 1− λ. If λ is chosen such tha
1 − λ � x1 andλ � x2, no deviation from the faithful strategy will be profitable. Th
proves that{(

x1, x2, x3) ∈ g
(
∆(A)

)
, x1 + x2 � 1

} ⊂ C.

The reverse inclusion is also true: letc be a canonical communication device induc
a CEP (x1, x2, x3). Consider as before the strategiesσ 1 (play T and B with equal
probability, independently of what happened) for player 1 andσ 2 (play L and R

with equal probability, independently of what happened) for player 2. The poi
that (σ 1, σ 2∗, σ 3∗) and (σ 1∗, σ 2, σ 3∗) induce the same probability distribution on the
sequences of recommendations of the mediator, so they induce the same probability
distribution on the sequences of actions played by player 3. For anyT denote byλT

1 ,
λT

2 , λT
3 the induced expected frequencies at which player 3 respectively playsW , M

and E up to stageT . At each stage, the payoff of player 1 is 1 if player 3 pla
E, and the expected payoff of player 1 given that player 3 playsW is at least 1/2.
Consequently,

γ 1
T ,c

(
σ 1, σ 2∗, σ 3∗) � 1

2
λT

1 + λT
3 .

Similarly we obtain

γ 2
T ,c

(
σ 1∗, σ 2, σ 3∗) � 1

2
λT

1 + λT
2 .

Hence

γ 1
T ,c

(
σ 1, σ 2∗, σ 3∗) + γ 2

T ,c

(
σ 1∗, σ 2, σ 3∗) � λT

1 + λT
2 + λT

3 = 1,

and the equilibrium condition (ii) of Definition 2.2 givesγ 1
c (σ 1∗, σ 2∗, σ 3∗)+γ 2

c (σ 1∗, σ 2∗,
σ 3∗) � 1. Consequently,

C = {(
x1, x2, x3) ∈ g

(
∆(A)

)
, x1 + x2 � 1

}
.

The level of simultaneous punishment is given here by the inequalityx1 +
x2 � 1.
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Back to the general case, we give the following definition.

Definition 3.2.

• For each playeri, a stage-decision-rule (in short a decision) for playeri is a pair of
mappingsdi = (αi ,µi) with αi :Ri −→ Ai andµi :Ri × Ui −→ Mi .

• We letDi be the set of stage-decision-rules for playeri.
• Let di∗ be the stage-decision-rule for playeri such that:

∀(
ai, ui

) ∈ Ri × Ui, αi
(
ai

) = ai, µi
(
ai, ui

) = ui.

This decision will be henceforth called the faithful decision of playeri.
• Any decision ruledi �= di∗ will be called a deviation of playeri.

The interpretation of a decision-ruledi is as follows. When playeri is told the
recommendationri , he playsαi(ri ), and if ui is the signal he observes, he sends b
the messageµi(ri, ui). Di is the set of pure stage-strategies of playeri in any extended
gameΓc: instead of first observing his recommendation, then choosing an action, obs
a signal and sending back a message, playeri can equivalently choose an element ofDi

and play according to it. What we are doing here is to reduce each stage of the ex
game to its normal form.

If a = (ak)k∈N ∈ A is recommended to all players and playeri plays according to
di = (αi ,µi) ∈ Di , whereas the other players play according toa, the joint messag
received by the mediator is((

f k
(
αi

(
ai

)
, a−i

))
k �=i

,µi
(
ai, f i

(
αi

(
ai

)
, a−i

))) ∈ U.

It will be denoted byψi(di , a). We will consider mixed decisions, i.e. probabilities ov
the finite setDi . Assume now thata ∈ A is recommended and playeri chooses a decisio
according to some lotteryδi = (δi(di))di∈Di ∈ ∆(Di). We extend the previous definitio
and denote byψi(δi, a) the law of the joint message received by the mediator. We ha

ψi
(
δi, a

) =
∑

di∈Di

δi
(
di

)
ψi

(
di, a

) ∈ ∆(U),

and for anyu = (uk)k∈N in U , the probability ofu underψi(δi, a) is the probability unde
δi of the set{(

αi,µi
) ∈ Di, ∀k �= i, f k

(
αi

(
ai

)
, a−i

) = uk andµi
(
ai, f i

(
αi

(
ai

)
, a−i

)) = ui
}
.

For any playerk, we will also denote byψi,k(δi, a) the marginal ofψi(δi, a) on Uk ,
i.e. the law of the message reported to the mediator by playerk. We will later use
gk

δi (a) = Eδi (gk(αi(ai), a−i )) for the expected payoff of playerk if player i usesδi

whereas the other players play according toa.
Two mixed decisionsδi ∈ ∆(Di) andδj ∈ ∆(Dj ) will lead to the suspicion of both

playersi and j if the mediator does not see the difference between{player i deviating
with δi} and{playerj deviating withδj }, i.e. if the law of the joint message sent back
all players is the same in both cases:ψi(δi, a) = ψj (δj , a), ∀a. A consequence of this i
that the marginals ofψi(δi, a) andψj (δj , a) coincide for eacha:
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– no playerk �= i, j can see the difference between{player i deviating by playingδi}
and{playerj deviating by playingδj }: ψi,k(δi, a) = ψj,k(δj , a),

– while deviating toδi , player i reports the same signals as ifj was deviating:
ψi,i (δi, a) = ψj,i (δj , a),

– while deviating toδj , player j reports the same signals as ifi was deviating:
ψj,j (δj , a) = ψi,j (δi , a).

Definition 3.3. Let J ⊂ N be a subset of players. The set of similar decisions of pla
in J is

SD(J ) =
{
δ = (

δi
)
i∈J

∈
∏
i∈J

∆
(
Di

)
, ∀i ∈ J, ∀j ∈ J, ψi

(
δi , a

) = ψj
(
δj , a

) ∀a ∈ A

}
.

If δ is in SD(J ) and some playeri in J plays according toδi , the reported signals giv
no information about to the mediator about the identity ofi. At a canonical communicatio
equilibrium, the mediator will suspect each player ofJ to have deviated. Thus, there mu
exist some punishing strategy giving a low payoff simultaneously to every playeri in
J if i is deviating. This is where Blackwell’s approachability strategy naturally appe
On the other hand, if two decisions are not similar there is an action profile that in
different reported signals for some pair of players. By choosing full support distribu
for recommended actions, the mediator can differentiate any two decisions which a
similar.

We always have(di∗)i∈J ∈ SD(J ). SinceSD(J ) is defined via finitely many linea
equalities, it is a polytope. HenceSD(J ) is a non empty compact convex subset∏

i∈J ∆(Di).

Definition 3.4. The set of jointly rational payoffs is

JR= {
x ∈ R

N, ∀q ∈ ∆(N), x · q � l(q)
}
,

where for anyq ∈ ∆(N),

l(q) = max
δ∈SD(Suppq)

min
a∈A

∑
i∈N

qigi
δi (a).

For eachq ∈ ∆(N), the minmax theorem (see, e.g., Raghavan, 1994) gives:

l(q) = min
p∈∆(A)

max
δ∈SD(Suppq)

∑
a∈A

p(a)
∑
i∈N

qigi
δi (a).

Our main result is the following.

Theorem 3.5. For any repeated game with imperfect monitoring, the set of communic
equilibrium payoffs is the set of feasible payoffs that are robust toundetectable deviation
and jointly rational:

C = g(P) ∩ JR.

We now illustrate the definition ofJRwith several comments and examples.
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3.4.1. Joint rationality implies individual rationality
Let q be the Dirac measure on playeri. It is plain thatSD({i}) = ∆(Di): any deviation

of playeri makes each player in{i} a suspect! Then:

l(q) = min
p∈∆(A)

max
δi∈∆(Di)

∑
a∈A

p(a)gi
δi (a),

= min
p∈∆(A)

max
αi : Ai �→Ai

∑
a∈A

p(a)gi
(
αi

(
ai

)
, a−i

)
,

= min
p∈∆(A)

∑
ai∈Ai

max
bi∈Ai

∑
a−i∈A−i

p
(
ai, a−i

)
gi

(
bi, a−i

)
,

= wi.

Hence(x · q � l(q)) ⇐⇒ (xi � wi). Jointly rational payoffs are individually rational.

3.4.2. The two-player case
A specificity of the 2-player case is that both players can be simultaneously pun

to their minmax level. Assume thatN = {1,2}. Fix p̄1 in ∆(A1) and p̄2 in ∆(A2) such
thatp̄1 (respectivelyp̄2) realizes the minimum inw1 = minp1∈∆(A1) maxp2∈∆(A2) g

2(p1⊗
p2) (respectivelyw2 = minp2∈∆(A2) maxp1∈∆(A1) g

1(p1 ⊗ p2)). Consider the produc

distributionp̄1 ⊗ p̄2 in ∆(A). Then for anyq = (q1, q2) ∈ ∆(N),

l(q) � min
p∈∆(A)

max
(δ1,δ2)∈∆(D1)×∆(D2)

∑
a∈A

p(a)
(
q1g1

δ1(a) + q2g2
δ2(a)

)
,

� max
(δ1,δ2)∈∆(D1)×∆(D2)

∑
(a1,a2)∈A

p̄1(a1)p̄2(a2)(q1g1
δ1

(
a1, a2) + q2g2

δ2

(
a1, a2)).

But for all (δ1, δ2),∑
(a1,a2)∈A

p̄1(a1)p̄2(a2)(q1g1
δ1

(
a1, a2) + q2g2

δ2

(
a1, a2))

= q1
∑
a1

p̄1(a1)∑
a2

p̄2(a2)g1
δ1

(
a1, a2) + q2

∑
a2

p̄2(a2)∑
a1

p̄1(a1)g2
δ2

(
a1, a2)

� q1w1 + q2w2.

Hence we obtainl(q) � q1w1 + q2w2. Since in addition, we proved that individu
rationality should always be respected, we deduce thatJR= {(x1, x2) ∈ R

2, x1 � w1,

x2 � w2} = IR. For two-player games, we recognize the result from Mertens et al. (1
C = g(P) ∩ IR.

3.4.3. The perfect observation case
If there are at least two players then all deviations can be detected (P = ∆(A)). For at

least three players, as soon as a deviation is detected, the identity of the deviator
since a strict majority of players will report the actions actually played to the med
Formally, for eachJ ⊂ N , such that|J | � 2, SD(J ) = {(di∗)i∈J }. Consequently,JR= IR.
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Since we haveJR= IR also for two players, for any number of players we get the F
Theorem:C = g(∆(A)) ∩ IR.

3.4.4. The trivial observation case
No deviation is then detectable:∀i ∈ N ∀ai, bi ∈ Ai , we havebi � ai , and for all

J ⊂ N , all decisions from players inJ are similar:SD(J ) = ∏
i∈J ∆(Di). Consequently

P is the set of correlated equilibrium distributions of the one-shot game:

P =
{
p ∈ ∆(A), ∀i ∈ N, ∀ai, bi ∈ Ai,∑
a−i∈A−i

p
(
ai, a−i

)
gi

(
ai, a−i

)
�

∑
a−i∈A−i

p
(
ai, a−i

)
gi

(
bi, a−i

)}
.

Moreover, for everyq ∈ ∆(N) with Suppq = J ,

l(q) = min
p∈∆(A)

max
δ∈∏

i∈J ∆(Di)

∑
a∈A

p(a)
∑
i∈J

qigi
δi (a),

= min
p∈∆(A)

∑
i∈J

qi
∑

ai∈Ai

max
bi∈Ai

∑
a−i∈A−i

p
(
ai, a−i

)
gi

(
bi, a−i

)
.

So forp in P ,

g(p) · q =
∑
i∈J

qigi(p) =
∑
i∈J

qi
∑

ai∈Ai

∑
a−i∈A−i

p
(
ai, a−i

)
gi

(
ai, a−i

)
,

=
∑
i∈J

qi
∑

ai∈Ai

max
bi∈Ai

∑
a−i∈A−i

p
(
ai, a−i

)
gi

(
bi, a−i

)
� l(q),

and we obtainC = g(P). In case of trivial observation, the set of communicat
equilibrium payoffs is the set of correlated equilibrium payoffs of the one-shot game

3.4.5. Back to Example 3.1
Let us see how the characterization solves this example. The interesting case is whe

and 2 are the suspected players. By definition,

SD({1,2}) = {
δ = (

δ1, δ2) ∈ ∆
(
D1) × ∆

(
D2), ∀a ∈ A, ψ1(δ1, a

) = ψ2(δ2, a
)}

.

Since player 1 has trivial observation, he has nothing to report to the deviato
therefore a decision-rule is well defined by specifying the action functionα1 only. Since
player 1 has two actions,D1 contains four elements which we denote as follows:d1∗
(faithful decision),d1T (always playT , whatever the recommendation),d1B (always
play B, whatever the recommendation), andd1↔ (play T if B is recommended an
vice-versa). A mixed decision for player 1 is an element of∆(D1), i.e. a probability
distribution on {d1∗, d1T , d1B, d1↔}. Notice that several mixed decisions of playe
may be “equivalent”, in the sense that for each recommendation, they induce the sa
probability distributions on plays. For example, the mixed decisiond1T /2 + d1B/2 is
equivalent tod1∗/2+d1↔/2: whatever the recommendation, player 1 plays in both casT

andB with equal probability. In fact, given a mixed decision of player 1, only two num
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are relevant: the probability of playingT when recommendedT and the probability of
playingT when recommendedB. This simply amounts to say that in an extensive ga
several mixed strategies may be equivalent with the same behavior strategy. With
notations we putD2 = {d2∗, d2L,d2R,d2↔}.

Takeδ = (δ1, δ2) ∈ SD({1,2}). The probability underδ1 that player 1 playsT when he
is recommendedT is δ1(d1∗) + δ1(d1T ), and we denote this quantity byλ ∈ [0,1]. Since
players 1 and 2 have trivial observation, we just have to consider the marginals ofψ1(δ1, a)

andψ2(δ2, a) on the set of signals of player 3. For anya in A, ψ1,3(δ1, a) = ψ2,3(δ2, a).

• Consider the casea = (T ,L,W). Underψ1,3(δ1, (T ,L,W)), u occurs with probabil-
ity λ andv occurs with probability 1−λ. Sinceψ2,3(δ2, (T ,L,W)) = ψ1,3(δ1, (T ,L,

W)), we obtain that the probability under δ2 of playingL whenL is recommended i
alsoλ. Soδ2(d2∗) + δ2(d2L) = λ.

• Consider nowa = (T ,R,W). ψ2,3(δ2, (T ,R,W)) = ψ1,3(δ1, (T ,R,W)), which is
the probability distributionλv + (1− λ)u. WhenR is recommended,δ2 playsR with
probabilityλ, i.e.δ2(d2∗) + δ2(d2R) = λ.

• For a = (B,L,W), we obtain thatδ1 plays B with probability λ when B is
recommended. So,δ1(d1∗) + δ1(d1B) = λ.

• ψ1,3(δ1, (B,R,W)) = λu + (1− λ)v = ψ2,3(δ2, (T ,R,W)), soa = (B,R,W) gives
no other condition.

• The other cases fora give no condition, since player 3’s signal will always bev.

We have obtained:δ1(d1∗) + δ1(d1T ) = δ1(d1∗) + δ1(d1B) = δ2(d2∗) + δ2(d2L) =
δ2(d2∗) + δ2(d2R), and these conditions are equivalent to:(δ1, δ2) ∈ SD({1,2}). For
example,(d1T /2 + d1B/2, d2L/2 + d2R/2) belongs toSD({1,2}). Notice that there ar
two pure elements inSD({1,2}): (d1∗, d2∗) and(d1↔, d2↔).

Let now q be in ∆(N) with Suppq = {1,2}. For eacha in A,
∑

i∈N qigi
δi (a) =

q1g1
δ1(a)+q2g2

δ2(a). Using again the notationλ = δ1(d1∗)+δ1(d1T ), we have for example∑
i∈N

qigi
δi (T ,L,W) = q1(0λ + 2(1− λ)

) + q2(0λ + 2(1− λ)
) = 2(1− λ).

We represent the mapping(a �→ ∑
i∈N qigi

δi (a)) by the following matrices.

L R

T 2(1− λ) q1(1− λ) + 2λq2

B q2(1− λ) + 2λq1 λ

W

L R

T q2 q2

B q2 q2

M

L R

T q1 q1

B q1 q1

E

Since
∑

i∈N qigi
δi (a) only depends onq , a andλ, we denote this quantity byl(q, λ, a),

and we havel(q) = maxλ∈[0,1] mina∈A l(q,λ, a). l(q) is the value of the following matrix
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game, with the row player as the maximizer:(
q1 q2 0 1 2q2 2q1

q1 q2 2 0 q1 q2

)
.

The top row of this matrix corresponds to the caseλ = 1, i.e. to the faithful decision
(d1∗, d2∗), whereas choosing the bottom row of the above matrix corresponds to th
λ = 0, i.e. to the decision(d1↔, d2↔) (play the action not recommended). For eachλ in
[0,1], mina∈A l(q,λ, a) = min{2(1 − λ),λ, q1, q2} � min{q1, q2}. Consideringλ = 1/2
gives thatl(q) = min{q1, q2}. Thus the conditionx · q � l(q) for eachq in ∆(N) with
Suppq = {1,2} becomes:∀t ∈ [0,1], x1t + x2(1− t) � min{t,1− t} which is equivalen
to x1 � 0, x2 � 0 andx1 + x2 � 1.

If q in ∆(N) is such thatSuppq = {1,3}, we have:

0 � l(q) � max
δ∈∏

i∈N ∆
(
Di

) min
a∈A

q1g1
δ1(a).

Taking for examplea = (T ,L,M) givesl(q) = 0. Similarly, l(q) = 0 if Suppq = {2,3}.
Finally, since(δ1, δ2, δ3) ∈ SD(N) implies (δ1, δ2) ∈ SD({1,2}), we have ifSuppq =
{1,2,3}:

0 � l(q) � max
(δ1,δ2)∈SD({1,2})

min
a∈A

q1g1
δ1(a) + q2g2

δ2(a),

so in this case,l(q) � min{q1, q2} and if x is such thatx1 � 0, x2 � 0 andx1 + x2 � 1,
we havex · q � l(q). We thus obtain

JR= {(
x1, x2, x3), x1 � 0, x2 � 0, x3 � 0, x1 + x2 � 1

}
and

C = g
(
∆(A)

) ∩ {(
x1, x2, x3), x1 + x2 � 1

}
= conv

{
(0,2,0), (0,1,0), (1,0,0), (2,0,0)

}
.

3.4.6. Pure and mixed decisions
ForJ ⊂ N , SD(J ) is a polytope, but it might not be the convex hull of pure element

SD(J ). Moreover, in the expression:

l(q) = min
p∈∆(A)

max
δ∈SD(Suppq)

∑
a∈A

p(a)
∑
i∈N

qigi
δi (a),

one can not in general replaceSD(Suppq) by the set of pure elements ofSD(Suppq). The
following example illustrates these facts.

Example 3.6. Consider, as in Example 3.1, three players with trivial observation for pla
1 and 2 and the following observation for player 3:

L C R
T u v u

M v u v

B u v u

W

L C R
T u u v

M v u v

B u v u

MW

L C R
T w w w

M w w w

B w w w

ME
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L C R
T z z z

M z z z

B z z z

E

We assume that payoff vectors can be deduced from signals of player 3: signalu gives
(0,0,0), signalv gives(1,1,0), signalw gives(0,1,0) and signalz gives(1,0,0).

The point here is that if player 1 plays1
2M + 1

2B, or if player 2 plays12C+ 1
2R, it induces

the law of signals12u + 1
2v as soon as player 3 playsW or MW . We computeSD({1,2}).

Again we observe that, since players 1 and 2 have trivial observation, we do not h
specify the signals they report. Takeδ = (δ1, δ2) ∈ ∆(D1) × ∆(D2) such that∀a ∈ A,
ψ1,3(δ1, a) = ψ2,3(δ2, a).

• Taking a = (T ,L,W) gives the equality betweenthe probabilities under δ1 that
α1(T ) = M and underδ2 thatα2(L) = C. We denote this probability byλ/2.

• a = (T ,L,MW) givesPδ1(α1(T ) = M) = Pδ2(α2(L) = R).
• Trying all other values ofa, we obtain thatλ ∈ [0,1].

We getδ = (1− λ)(d1∗, d2∗) + λ(d̂1, d̂2), whered̂1 plays with probability 1/2 always
M and with probability 1/2 alwaysB, and d̂2 plays with probability 1/2 alwaysC and
with probability 1/2 alwaysR. Such aδ cannot be obtained as a convex combination
pure elements. The only pure decision pair inSD({1,2}) is (d1∗, d2∗).

Player 3 can punish player 1 by playingME and player 2 by playingE, hence
w1 = w2 = 0. If Suppq = {1,2}, l(q) = maxλ∈[0,1] mina∈A l(q,λ, a), with

l(q, λ, a) = q1g1
(1−λ)d1∗+λd̂1(a) + q2g2

(1−λ)d2∗+λd̂2(a).

Fixing λ, (a �→ l(q, λ, a)) is given by the following matrices, wheres = λ/2 and t =
1− λ/2.

L C R
T s t s

M t s t

B s t s

W

L C R
T s s t

M t s t

B s t s

MW

L C R

T q2 q2 q2

M q2 q2 q2

B w w w

ME

L C R

T q1 q1 q1

M q1 q1 q1

B q1 q1 q1

E

So ∀λ, mina∈A l(q,λ, a) = min{λ
2, q1, q2} and l(q) = min{q1, q2}. If (x1, x2,0) ∈ C,

x1q1 + x2q2 � min{q1, q2} for all q ∈ ∆({1,2}), and this is equivalent tox1 � 0, x2 � 0
andx1 + x2 � 1. We thus have here:

C = {(
x1, x2, x3) ∈ g

(
∆(A)

)
, x1 + x2 � 1

} = conv{(0,1,0), (1,0,0), (1,1,0)}.
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3.4.7. Structure of the set of communication equilibrium payoffs
It is plain thatC is a convex compact subset ofR

N . P is indeed a polytope and s
is g(P). For two-player games,C is thus also a polytope. But in the general case
least three players), the definition ofJR involves infinitely many affine inequalities. Th
following example shows thatC need not be a polytope.

Example 3.7. Consider a three-player game,N = {1,2,3} where each player has tw
actions. Player 3 has payoff 0 and players 1 and 2 have trivial observation. The
for player 3 is given by the following matrices.

L R
T u v

B v v

W

L R
T u v

B v v

E

The payoffs are the following.

L R
T (0,0,0) (0,1,0)

B (0,1,0) (1,1,0)

W

L R
T (1,0,0) (1,0,0)

B (0,1,0) (1,1,0)

E

First note that players 2 and 3 can punish player 1 by playingL andW . Hencew1 = 0.
Similarly, w2 = 0. SinceP = ∆(A), g(P) ∩ IR= g(∆(A)). We now computeSD({1,2}).
Let δ = (δ1, δ2) be such that for eacha in A, we haveψ1,3(δ1, a) = ψ2,3(δ2, a).

• Consider the casea = (B,L,W). ψ2,3(δ2, (B,L,W)) is the Dirac mass onv and thus
so isψ1,3(δ1, (B,L,W)). Henceδ1 assigns probability one to the elements such
α1(B) = B.

• Considering nowa = (T ,R,W) gives thatδ2 assigns probability one to the elemen
such thatα2(R) = R.

• For a = (T ,L,W), we obtain the equality between the probability underδ1 that
α1(T ) = B and the probability underδ2 thatα2(L) = R.

• The other cases fora give no condition, since player 3’s signal will always bev.

Thus we obtainSD({1,2}) = {λd∗ + (1− λ)d̂, λ ∈ [0,1]}, whered∗ = (d1∗, d2∗) is the
faithful decision andd̂ = (d1B, d2R) whered1B always playsB andd2R always playsR.
Let q = (q1, q2) be in∆({1,2}). Thenl(q) = maxλ∈[0,1] mina∈A l(q,λ, a), with

l(q, λ, a) = q1g1
λd1∗+(1−λ)d̂1(a) + q2g1

λd2∗+(1−λ)d̂2(a),

= q1(λg1(a) + (1− λ)g1(B,a−1)) + q2(λg2(a) + (1− λ)g2(R,a−2)).
(a �→ l(q, λ, a)) is given by following the matrices.

L R

T (1− λ)q2 (1− λ)q1 + q2

B q2 1

W

L R

T q1λ q1

B q2 1

E
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Hencel(q) = maxλ∈[0,1] min{q1λ, (1− λ)q2} = q1q2. We then obtain:

JR= {(
x1, x2, x3) ∈ R

3+, x1t + x2(1− t) � t (1− t) ∀t ∈ [0,1]}.
A simple computation shows thatJR= {(x1, x2, x3) ∈ R

3+,
√

x1 + √
x2 � 1}. Thus,

C = {(
x1, x2, x3) ∈ g(∆(A)),

√
x1 +

√
x2 � 1

}
,

which is not a polytope. It is here much more complicated to construct simultan
punishments of players 1 and 2. We now give an intuition for the construction of a canonic
communication devicec yielding the CEP(1/4,1/4,0).

First consider an infinite play(a1, a2, . . . , at , . . .) composed of(T ,L,W) with a
frequency of 3/4 and of(B,R,W) with a frequency of 1/4. As long as the signal reporte
by player 3 does not prove that a deviation has occurred,c recommends to playat at
every staget . This gives a payoff of(1/4,1/4,0) if no player deviates. As soon a
player 3 reports the signalv at some stage where(T ,L,W) was recommended, it i
clear that a deviation has occurred. Since player 3 has payoff 0, players 1 and
have to be suspected. To avoid profitable deviations,c will then play a punishing strateg
giving simultaneously players 1 and 2 no more than 1/4. The mediator approaches t
set of payoffs{(x1, x2, x3), x1 � 1/4, x2 � 1/4} in the game with vector payoffs give
by player 1 and player 2’s payoffs. This strategy roughly unfolds as follows. At eac
stage,c recommends to play the action(T ,L,W) with some probabilityp and the action
(T ,L,E) with probability 1− p. So at every stage player 1 is asked to playT and
player 2 is asked to playL and the deviating player can not condition his play on
action recommended to player 3, having no information about it. The communic
device (or the mediator) computes then after each stage the frequencyλ in [0,1] of stages
where the signalu was reported by player 3. If player 1 is deviating, his average pa
is approximately(1 − p)λ. If player 2 is deviating, his payoff is approximatelyp(1 − λ).
As the number of stages goes to infinity, the mediator adapts this strategy so as top
close toλ. Is is thus possible to control the vector payoff(x1, x2), x1 being the payoff of
player 1 in case he is deviating andx2 similarly being the payoff of player 2 in case h
is deviating, in order to get(x1, x2) ∈ {((1− λ)λ,λ(1 − λ)), λ ∈ [0,1]}. Sox1 � 1/4 and
x2 � 1/4, and no deviation is profitable.

4. An auxiliary 2-player game with incomplete information and the proof

We first present the well-known model of 2-player repeated games with incom
information, where one of the players is fully informed about the state of nature.
games are called 2-player repeated games with lack of information on one side, an
introduced by Aumann and Maschler in the sixties (their work, also introducing game
lack of information on both sides, can be found in Aumann and Maschler, 1995 boo
Section 4.2, we show howC can be seen as the set of some equilibrium payoffs of su
game. Finally, we describe this setand derive our characterization ofC from it.
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4.1. Two-player repeated games with lack of information on one side

In these games, we have two players: playerI is called the informed player where
playerII is called the uninformed player. There is a set of statesK, and an initial probability
q0 on K. Initially, nature chooses some statek according toq0. k is then fixed and told to
playerI , not to playerII . Then, at each staget = 1,2, . . . , both players simultaneous
select an action in their own set of actions and observe some signal before startin
t + 1. Stage payoffs are not necessarily observed.

The sets of stage actions and of signals for playerI may depend on the selected st
k, and will respectively be denoted byDk and V k . E (respectivelyW ) will stand for
playerII ’s set of actions (respectively signals). Payoffs functions in statek areGk :Dk ×
E −→ R for playerI , andHk :Dk ×E −→ R for playerII . Similarly, signalling functions
in statek will be denoted byϕk :Dk × E −→ V k for playerI and byψk :Dk × E −→ W

for player II . All sets of states, actions and signals are assumed to be non emp
finite. We also assume thatq0 has full support. Strategies and equilibria are defined a
Section 2. A behavior strategy for playerI will be denoted byσ = (σ k)k∈K , where for
eachk, σk is the strategy used if the state isk. We denote byS (respectivelyT ) the set of
behavior strategies for playerI (respectivelyII ). A joint behavior strategy(σ, τ ) induces,
for any statek, a probabilityPk

σ,τ over the set(Dk × E × V k × W)∞ of infinite sequence
of actions and signals played if the state isk and(σ k, τ ) is played.q0 and(σ, τ ) also induce
a probabilityPσ,τ over the set of plays{(k,h), k ∈ K,h ∈ (Dk × E × V k × W)∞}. The
expected payoffs are then, for allT � 1:

γ
I,k
T (σ, τ ) = EPk

σ,τ

(
1

T

T∑
t=1

Gk(dt , et )

)
, γ

II ,k
T (σ, τ ) = EPk

σ,τ

(
1

T

T∑
t=1

Hk(dt , et )

)
,

γ I
T (σ, τ ) = EPσ,τ

(
1

T

T∑
t=1

Gk(dt , et )

)
=

∑
k∈K

qk
0γ

I,k
T (σ, τ ),

γ II
T (σ, τ ) = EPσ,τ

(
1

T

T∑
t=1

Hk(dt , et )

)
=

∑
k∈K

qk
0γ

II,k
T (σ, τ ).

Definition 4.1. A (uniform) equilibrium of the repeated game with lack of information
one side is a joint strategy(σ, τ ) such that:

(i) for each statek, (γ
I,k
T (σ, τ ))T �1 converges asT goes to infinity to someγ I,k(σ, τ ),

and(γ
II ,k
T (σ, τ ))T �1 converges asT goes to infinity to someγ II ,k(σ, τ ),

(ii) for all ε > 0, there existsT0 s.t.(σ, τ ) is anε-Nash equilibria in finitely repeated gam
with at leastT0 stages, that is∀T � T0:

γ I
T (σ ′, τ ) � γ I

T (σ, τ ) + ε, ∀σ ′ ∈ S,

γ II
T (σ, τ ′) � γ II

T (σ, τ ) + ε, ∀τ ′ ∈ T .

((γ I,k(σ, τ ))k∈K,γ II (σ, τ )) ∈ R
K × R is then called an equilibrium payoff of the repea

game.
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As usual in games with incomplete information, a strategy for the informed play
an ε-best response if and only if it is so in each state which has positive probability
thus equivalent to replace in (ii) the condition for playerI by:

∀ε > 0, ∃T0, ∀T � T0, ∀k ∈ K, γ
I,k
T (σ ′, τ ) � γ I,k(σ, τ ) + ε, ∀σ ′ ∈ S.

4.2. An auxiliary game with lack of information on one side

We associate here to the original repeated gameΓ defined in Section 2, an auxiliar
gameΓinc with lack of information on one side.

The informed player (playerI ) is called the cheater, the uninformed player (playerII )
represents by the mediator. The set of statesK is defined as the original set of playersN

and the initial probabilityq0 as the uniform probability onK. The set of actions for th
cheater in statek will be the setDk of decisions of playerk defined in Section 3.4, wherea
the setE of actions for the mediator will be the original set of joint actionsA. The analogy
between the original gameΓ and the auxiliary gameΓinc is the following. The selecte
state represents the deviating player in theoriginal game. At eachstage, the mediato
selects a joint action representing his recommendation inΓ , whereas the cheater sele
some decisiondk if the state isk representing the deviation of playerk in Γ . Payoffs for
the cheater in statek are given by payoffs for playerk in Γ : Gk(dk, a) = gk(αk(ak), a−k)

for any statek, dk = (αk,µk) ∈ Dk anda ∈ A. The mediator has payoffHk(dk, a) = 0
for any k, dk anda. Signals are similarly defined as follows. For the cheater in stak,
it consists of the recommendation of the mediator and the signal of playerk in Γ :
ϕk(dk, a) = (ak, f k(αk(ak), a−k)) for any statek, dk ∈ Dk anda ∈ A, and thus the set o
signalsV k is Ak × Uk . For the mediator, the signal consists of the messages sent ba
all players:W = U , andψk(dk, a) = ((f j (αk(ak), a−k))j �=k,µ

k(ak, f k(αk(ak), a−k))).
Notice that the notationψk(dk, a) is the same as in Section 3.4.

With respect to general repeated games with lack of information on one side,Γinc has
specific features that are exploited in the sequel. Notice that playerI has a special strateg
we defined∗∗ as the strategy that plays in each statek the faithful decisiondk∗, at every
stage regardless of what happened before. Notice also that the set of behavior st
for player II is T = {τ = (τt )t�1, with for eacht , τt : (A × U)t−1 −→ ∆(A)}, and we
identify this set with the set of canonical communication devices defined in Section 2
following result is the main interest of our auxiliary game.

Proposition 4.2. (1) Letc be a canonical communication device. Then, the faithful stra
σ ∗ is an equilibrium ofΓc if and only if(d∗∗, c) is an equilibrium ofΓinc.

(2) C = {x ∈ R
N, ∃c ∈ T with (d∗∗, c) an equilibrium ofΓinc with payoff(x,0)}.

Proof. Let c be inT . We first consider the two following situations:
(a)Γc is played and every playeri uses his faithful strategyσ i∗.
(b) Γinc is played, and playerI usesd∗∗ whereas playerII usesc.
It is just a matter of notations to see that (a) and (b) induce the same proba

distributions over streams of payoffs (for all players inΓc and for the vector payoff o
playerI in Γinc). Hence, for allT , (γ i

T ,c(σ
∗))i∈N = (γ

I,i
T (d∗∗, c))i∈N . So condition (i) of

Definition 2.2 is equivalent to that of Definition 4.1. And (2) here will then follow from (
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Considering unilateral deviations, we can first restrict ourselves to pure strategie
i in N . In Γinc, a pure strategy for playerI in statei is an elementσ i = (σ i

t )t�1 with
for eacht , σ i

t : (Di × V i)t−1 −→ Di giving the action played at staget by playerI if the
state isi, depending on the first(t − 1) actions he played and the first(t − 1) signals he
received. While using a fixed pure strategy, playerI can deduce his past actions from h
past signals, so one can equivalently think of pure strategies as elementsσ i = (σ i

t )t�1 with
for eacht , σ i

t : (V i)t−1 −→ Di . We now consider a pure strategy for playeri in Γc. It is
defined as an elementσ i = ((σ i

t , ξ
i
t )t�1) where for eacht :

– σ i
t : (Ri × Ai × Ui × Mi)t−1 × Ri −→ Ai ,

– ξ i
t : (Ri × Ai × Ui × Mi)t−1 × Ri × Ai × Ui −→ Mi .

Similarly, we can restrict ourselves to elementsσ i = (σ i
t , ξ

i
t )t�1 with for each t ,

σ i
t : (Ri × Ui)t−1 × Ri −→ Ai and ξ i

t : (Ri × Ui)t−1 × Ri × Ui −→ Mi . Instead of
considering several steps (first choose an action, then a message), we can also s
the normal form for each staget . This is equivalent with associating to each elemen
(Ri × Ui)t−1 a mapping fromRi to Ai and a mapping fromRi × Ui to Mi , that is an
element ofDi . Since by definitionRi = Ai , andV i = Ai × Ui , we obtain a unique set o
pure reduced strategies for playerI in statei in Γinc and for playeri in Γc, which is the set
of σ i = (σ i

t )t�1 with for eacht , σ i
t : (Ai × Ui)t−1 −→ Di . We fix suchσ i , and conside

again two situations:
(a)Γc is played, all players excepti use their faithful strategy whereas playeri deviates

from σ i .
(b) Γinc is played, the state isi, playerI playsσ i whereas playerII playsc.
Again, (a) and (b) induce the same probability distributionsover streams of payoffs (fo

playeri in Γc and for playerI in Γinc), so for allT , γ i
T ,c((σ

j∗)j �=i , σ
i) = γ

I,i
T (σ, c) where

σ is any strategy of playerI that playsσ i in statei. So conditions (ii) of Definitions 2.2
and 4.1 are equivalent, and Proposition 4.2 is proved.�
4.3. A theorem for some games with lack of information on one side

We now concentrate on repeated games with lack of information on one side. We sta
with a repeated gameΓinc as defined in Section 4.1.Γinc is described by a set of statesK,
an initial probabilityq0 with full support onK, sets of actions(Dk)k∈K andE, sets of
signals(V k)k∈K andW , and for each statek payoffs functionsGk andHk and signalling
functionsϕk andψk .

We make the following important assumptions:

– player II has payoff 0, henceHk(dk, e) = 0 ∀dk ∈ Dk and e ∈ E. So the repeate
game is with known own payoffs. Moreover, there is no need to check optimalit
playerII ;

– there exist pure actions of playerI , dk∗ ∈ Dk for eachk, that induce the same signa
for playerII : ∀k, k′ ∈ K, ψk(dk∗, e) = ψk′

(dk′∗, e) for eache in E. We denote byd∗∗
the strategy of playerI that plays at each stage, whatever happens,dk∗ if the state isk;
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and we want to characterize the set

C̃ = {
x ∈ R

K, ∃τ ∈ T with (d∗∗, τ ) an equilibrium ofΓinc with payoff(x,0)
}
.

We are thus interested in strategiesτ such that(d∗∗, τ ) is an equilibrium. Notice tha
since for each state,d∗∗ plays the same action at each stage whatever happens, we
have to care about playerI ’s observations.

As in Aumann and Maschler (1995), we introduce the set of non-revealing s
gies for playerI . If the state isk and at some stage he plays according to the
tery δk ∈ ∆(Dk) whereas playerII plays somee in E, the law of the signal re
ceived by playerII is

∑
dk∈Dk δk(dk)ψk(dk, e) ∈ ∆(W). Denote byδkψk the vector

(
∑

dk∈Dk δk(dk)ψk(dk, e))e∈E and define,∀q ∈ ∆(K):

NR(q) =
{
δ = (

δk
)
k∈K

∈
∏
k∈K

∆
(
Dk

)
, ∀k, k′ ∈ Suppq, δkψk = δk′

ψk′}
.

Suppose thatδ ∈ NR(q) and that the selected state is inSuppq . If playerI plays according
to δk in statek, playerII will receive no further information about the selected state.δ is
then called a non-revealing strategy atq . Because of the existence ofd∗ = (dk∗)k∈K which
induces state independent signals,NR(q) is non-empty and it is a convex compact sub
of

∏
k∈K ∆(Dk). The non-revealing payoff function is now defined as:

∀q ∈ ∆(K), l̃(q) = max
δ∈NR(q)

min
p∈∆(E)

∑
k∈K

qkGk
(
δk,p

)
= min

p∈∆(E)
max

δ∈NR(q)

∑
k∈K

qkGk
(
δk,p

)
,

whereGk(δk,p) is the expected payoff of playerI if the probabilitiesδk andp are played.
Using Blackwell’s (1956) approachability, Kohlberg (1975) proved the following resu

Let Γ0(q0) be the zero-sum game with incomplete information that is described asΓinc

except that playerII wants to minimize playerI ’s payoff. Let caṽl be the least concav
function on∆(K) which is pointwise greater thañl. Let α ∈ R

K be such that∀q ∈ ∆(K),
α · q � l̃(q) andα · q0 = cavl̃(q0). Such a vector always exists since cavl̃ is concave and
continuous.

Theorem 4.3 (Kohlberg, 1975).The value ofΓ0(q0) exists and iscavl̃(q0). Player II has
an optimal strategy that approaches the set{β ∈ R

K, ∀k,βk � αk}. That is, there exist
some strategȳτ of player II such that:

∀ε > 0,∃T0, ∀T � T0, ∀σ ∈ S, ∀k ∈ K, γ
I,k
T (σ, τ̄ ) � xk + ε.

In general, call approachable a vectorx in R
K for which there exists some strategyτ̄ of

playerII such that:

∀ε > 0,∃T0, ∀T � T0, ∀σ ∈ S, ∀k ∈ K, γ
I,k
T (σ, τ̄ ) � αk + ε.

It is plain that any vectorx which is coordinate-wise greater thanα, is also approachable
We will thus use Kohlberg’s theorem in the following form.
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Lemma 4.4. For eachx = (xk)k∈K in R
K :

x is approachable if and only if x · q � l̃(q) ∀q ∈ ∆(K).

In other words, playerII can force playerI ’s long term average expected payoff
be not greater thanxk, simultaneously for eachk. This type of strategy will be used as
punishing strategy of playerII against playerI .

Remark. Note that in such repeated games with lack of information on one side and
dependent signals, playerII may receive signals which are inconsistent with some state
such a case, he should only care about payoffs in states which are still possible. This
in particular when he punishes his opponent via Blackwell’s approachability strategy. Ba
to the analogy with our original game, the set of still possible states exactly represe
set of suspected players i.e. those players who have a deviation consistent with the
observed by the mediator.

We now characterizẽC.

Theorem 4.5. C̃ = {
x ∈ R

K, ∃p ∈ ∆(E) s.t.

(i) ∀q ∈ ∆(K), x · q � l̃(q),
(ii) ∀k ∈ K, xk = Gk

(
dk∗,p

)
,

(iii ) ∀k ∈ K ∀dk ∈ Dk s.t.dkψk = dk∗ψk, Gk
(
dk∗,p

)
� Gk

(
dk,p

)}
.

Proof. We proceed by double inclusion.
(1) Let x be in C̃, and consider a strategyτ of player II such that(d∗∗, τ ) is an

equilibrium of Γinc with payoff (x,0). From the Definition 4.1 of equilibrium, playerI
should not get more thanxk in statek, that is,τ is such that

∀ε > 0, ∃T0, ∀T � T0, ∀σ ∈ S, ∀k ∈ K, γ
I,k
T (σ, τ ) � xk + ε.

From Lemma 4.4, we getx · q � l̃(q) ∀q ∈ ∆(K).
For any statek in K, define∀T � 1, pT (k) as the expectation of the average act

played by playerII up to stageT if player I usesd∗∗ and playerII usesτ , given that the
state isk: pT (k) = (pT (k)(e))e∈E ∈ ∆(E), with ∀e ∈ E,

pT (k)(e) = E
P

k
d∗∗,τ

( |{t � T , et = e}|
T

)
.

Sinced∗∗ always plays the same action and under this action the signals for playerII are
independent on the state, we have thatpT (k) actually does not depend onk. We thus set
pT = pT (k) ∈ ∆(E), and consider a cluster pointp of the bounded sequence(pT )T �1.
By definition, for each statek,

xk = lim
T →∞ E

P
k
d∗∗,τ

(
1

T

T∑
t=1

Gk
(
dk∗, et

))
= lim

T →∞Gk
(
dk∗,pT

)
= Gk

(
dk∗,p

)
.
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Hence (ii) is proved.
Assume now for the sake of contradiction that (iii) is not satisfied. There exists

statek and dk in Dk with dkψk = dk∗ψk and Gk(dk∗,p) < Gk(dk,p). Consider the
deviationσ of playerI consisting of playing at each stagedk if the state isk, anddk′∗
if the state isk′ �= k. This deviation can not be detected by playerII , hence

EPk
σ,τ

( |{t � T , et = e}|
T

)
= pT (e)

for eache, and γ
I,k
T (σ, τ ) = Gk(dk,pT ) for all T . Point (ii) of Definition 4.1 is then

contradicted.
(2) Letx in R

K andp in ∆(E) be such that (i), (ii), and (iii) are satisfied. We constr
τ such that(d∗∗, τ ) is an equilibrium ofΓinc with payoff (x,0). Notice that since playerI
is supposed to play at each stagedk∗ if the state isk, knowing his actione playerII knows
which signal he should receive. Let for each stageT , pT = (1 − 1/

√
T )p + (1/

√
T )p̂,

wherep̂ is the uniform distribution onE. The strategyτ is as follows:

• play p1 at stage 1. If at each staget < T , the signal received wasψk(dk∗, et ) for
somek, play according topT at stageT . Here,et ∈ E denotes the action played b
playerII at staget and recall thatψk(dk∗, et ) is independent ofk.

• if at some staget the signal received is different fromψk(dk∗, et ), play for
the remaining of the game according to a strategyτ̄ given by Lemma 4.4 (this
strategy exists because of (i)). In other words, punish playerI for ever, using the
approachability strategy for zero-sum games with signals.

We finally show that(d∗∗, τ ) is an equilibrium with payoff(x,0). Since (pT )T �1
converges top, it is clear that(d∗∗, τ ) yields the payoffxk = Gk(dk∗,p) in each statek.
It remains to prove that playerI plays a best response.

Fix ε > 0, and let �M be an upper bound for all absolute values of payoffs. Us
Lemma 4.4, let�T be such that:∀T � �T , ∀σ ∈ S, ∀k ∈ K, γ

I,k
T (σ, τ̄ ) � xk + ε and�T �

( �M/ε)2. Define nowT0 such thatT0 � �T /ε and for allT � T0, T exp(−ε
√

T /|E|) � ε.
Fix T � T0, andσ a strategy for playerI . We consider theT -stages game and prove th
∀k ∈ K, γ

I,k
T (σ, τ ) � xk + ε(1+ 4 �M).

Fix k ∈ K, and consider the probabilityPk
σ,τ induced byσ andτ whenk is the selected

state. We define the random variableZ ∈ {0, . . . , T } as the number of stagest in {1, . . . , T }
where playerII is not punishing playerI , and playerI is deviating in a way that could b
detected by playerII while not being detected (i.e. his actiondt satisfiesdtψ

k �= dk∗ψk ,
andψk(dt , et ) = ψk(dk∗, et )).

Note that if at some staget player II plays according topt and playerI deviates
by playing some actiondt such thatdtψ

k �= dk∗ψk , the probability that playerII will
detect playerI ’s deviation (i.e. plays someet such thatψk(dt , et ) �= ψk(dk∗, et )) is at
least 1/(|E|√t) � 1/(|E|√T ). Consequently,Pk

σ,τ (Z = z) � (1− 1/|E|√T )z.
We condition playerI ’s payoff according to the values ofz:

γ
I,k
T (σ, τ ) =

T∑
P

k
σ,τ (Z = z)EPk

σ,τ

(
1

T

T∑
Gk(dt , et )

∣∣∣ Z = z

)
.

z=0 t=1
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We compute an appropriate upper bound forγ
I,k
T (σ, τ ). The point is that low values o

z do not give too important payoffs for playerI , and high values ofz occur with small
probability.

Case 1. Let z be such thatz � εT .
Knowingz, we cannot give a better bound than�M on playerI ’s expected payoff at th

following stages:

– when playerI deviates whereas playerII is not punishing him (at most(z+1) stages),
– at the last(�T − 1) stages, in case playerII is punishing playerI , but the punishmen

is not long enough,
– at the first�T stages.

So we have at most 2�T + z stages where we only know that playerI ’s payoff is at most
�M . These stages will have a small influence on the average payoff:

EPk
σ,τ

(
1

T

T∑
t=1

Gk(dt , et )

∣∣∣ Z = z

)
,

sincez � εT and�T � εT0 � εT .
We have at leastT − (2�T + z) other stages. At each of these stages, either playII

is punishing playerI , or playerII is not. If playerII is punishing playerI at some stage
t � T − �T , then the punishment is long enough so that the average expected pa
playerI over the stages when he is punished is at mostxk + ε. If player II is not punishing
playerI , playerI plays at staget � �T � ( �M/ε)2 some actiondt such thatdtψ

k = dk∗ψk ,
whereas playerII playspt . Hence his expected payoff is:

Gk
(
dt ,p

t
) =

(
1− 1√

t

)
Gk(dt ,p) + 1√

t
Gk(dt , p̂)

�
(

1− 1√
t

)
xk + 1√

t
�M

= xk + 1√
t

( �M − xk
)

� xk + ε

�M
( �M − xk

)
� xk + ε.

We thus obtain

EPk
σ,τ

(
1

T

T∑
t=1

Gk(dt , et )

∣∣∣ Z = z

)
� 1

T

((
2�T + z

) �M + (
T − 2�T − z

)(
xk + ε

))
,

� xk + ε
(
1+ 3 �M)

,

since�T � εT andz � εT .
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ii)

. We
Case 2. We now considerz such thatz > εT . Then,

P
k
σ,τ (Z = z)EPk

σ,τ

(
1

T

T∑
t=1

Gk(dt , et )

∣∣∣ z

)
�

(
1− 1

|E|√T

)z

�M,

and for all suchz, we have(
1− 1

|E|√T

)z

� e
− z

|E|√T � e− ε
√

T
|E| .

So: ∑
z>T ε

P
k
σ,τ (Z = z)EPk

σ,τ

(
1

T

T∑
t=1

Gk(dt , et )

∣∣∣ Z = z

)
� T �Me− ε

√
T

|E| � ε �M.

Summing up, we obtain:

γ
I,k
T (σ, τ ) �

( ∑
z�T ε

P
k
σ,τ (Z = z)

(
xk + ε

(
1+ 3 �M))) + ε �M

� xk + ε
(
1+ 4 �M)

. �
4.4. Back to the characterization

Using Proposition 4.2 and Theorem 4.5, we now know that:

C = {
x ∈ R

K, ∃p ∈ ∆(E) s.t.

(i) ∀q ∈ ∆(K), x · q � l̃(q),

(ii) ∀k ∈ K, xk = Gk
(
dk∗,p

)
,

(iii ) ∀k ∈ K ∀dk ∈ Dk s.t.dkψk = dk∗ψk, Gk
(
dk∗,p

)
� Gk

(
dk,p

)}
.

The following proposition explicits the direct links between conditions (i), (ii) and (i
above from the incomplete information game and the setg(P) ∩ JR of feasible payoffs
that are robust to undetectable deviations and jointly rational in the original game.

Proposition 4.6. Let x be inR
K andp be in∆(E).

(1) x = g(p) ⇐⇒ (ii) holds.
(2) p ∈ P ⇐⇒ (iii ) holds.
(3) x ∈ JR ⇐⇒ (i) holds.

Proof. First recall, from the analogy of Section 4.2, the original notations of Section 2
notably have:K = N (set of players),E = A (set of joint actions), andGk(dk∗,p) = gk(p)

(expected payoff of playerk if the distributionp is played).
(1) is clear. We now prove (2).
If dk = (αk,µk) is a deviation of playerk in Dk , dkψk = (ψk(dk, a))a∈A =

((f j (αk(ak), a−k))j �=k,µ
k(ak, f k(αk(ak), a−k)))a∈A, hence (iii) reduces to:
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to
,

ne

tion 2
n

∀k ∈ K, ∀αk :Rk −→ Ak, ∀µk :Rk × Uk −→ Mk s.t.:(
∀a ∈ A, ∀j �= k, f j

(
αk

(
ak

)
, a−k

) = f j (a) and

µk
(
ak, f k

(
αk

(
ak

)
, a−k

)) = f k(a)
)
,

thengk(p) �
∑

a∈A p(a)gk(αk(ak), a−k).
This is equivalent to:∀k ∈ K,∀αk :Rk −→ Ak s.t.:

∀ak, ∀a−k, ∀j �= k, f j
(
αk

(
ak

)
, a−k

) = f j (a), (∗)

and

∀ak, ∃µ̃k :Uk −→ Mk s.t. ∀a−k, µ̃k
(
f k

(
αk

(
ak

)
, a−k

)) = f k
(
ak, a−k

)
, (∗∗)

we havegk(p) �
∑

a∈A p(a)gk(αk(ak), a−k).
But ((∗) and (∗∗)) is equivalent toαk(ak) � ak for each ak (see Remark 1 in

Section 3.3), so (iii) is also equivalent to:
∀k ∈ N,∀αk : Rk −→ Ak s.t.∀ak,αk(ak) � ak, we have:∑

ak∈Ak

∑
a−k∈A−k

p
(
ak, a−k

)
gk

(
ak, a−k

)
�

∑
ak∈Ak

∑
a−k∈A−k

p
(
ak, a−k

)
gk

(
αk

(
ak

)
, a−k

)
.

And this is simply equivalent top ∈P .
We finally prove(3).

∀q ∈ ∆(N), l̃(q) = max
δ∈NR(q)

min
p∈∆(A)

∑
i∈N

qiGi
(
δi,p

) = max
δ∈NR(q)

min
a∈A

∑
i∈N

qigi
δi (a),

with NR(q) = {δ = (δi)i∈N ∈ ∏
i∈N ∆(Di), ∀i, j ∈ Suppq, δiψi = δjψj }.

We can first restrict ourselves to the projectioñNR(q) of NR(q) on
∏

i∈Suppq ∆(Di).

We have l̃(q) = maxδ∈ÑR(q) mina∈A

∑
i∈N qigi

δi (a). Now, by definition δiψi =
(
∑

di∈Di δi(di)ψi(di, a))a∈A and for alla ∈ A,
∑

di∈Di δi(di)ψi(di, a) is just ψi(δi, a)

as defined in Section 3.4. It is then clear that̃NR(q) = SD(Suppq) for all q . The set of
non-revealing strategies atq in the repeated game with incomplete information is (up
a projection) the set of similar decisions of the players in the support ofq . Consequently
l̃(q) = l(q) for all q , and condition (i) holds if and only ifx belongs to the set of jointly
rational payoffsJR. �

We can now conclude the proof of Theorem 3.5. From the previous proposition, o
has:

C = {
x ∈ R

N, ∃p ∈ ∆(A) s.t.x ∈ JR, x = g(p), andp ∈ P
}
.

HenceC = g(P) ∩ JR.

5. Random signals

We finally extend our result to the case of random signals. The model of Sec
is generalized as follows. Instead of having for each playeri a deterministic observatio
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functionf i :A −→ Ui , we have a single stochastic functionf : A −→ ∆(U). After each
stage, ifa ∈ A is the joint action played, an elementu = (ui)i∈N is selected according t
f (a), and before starting staget + 1 the signalui is announced to playeri. The definition
of the setC of communication equilibrium payoffs is similar as before. We first state
characterization ofC, and then explain the ideas of the proof, referring to a previous w
by Renault (2000) for computations.

The definition of jointly rational payoffs is almost the same. We still define the s
stage decisions of playeri as:

Di = {
di = (

αi,µi
)

with αi :Ri −→ Ai andµi :Ri × Ui −→ Mi
}
.

If δi is in ∆(Di) anda is in A, we denote as before byψi(δi , a) ∈ ∆(U) the probability
distribution on joint messages received by the mediator if:

– a is recommended to the players,
– each playerj �= i plays faithfully, whereas playeri deviates according toδi .

The following procedure selects an elementu according toψi(δi , a). First drawdi =
(αi ,µi) ∈ Di according toδi , then choose an elementũ = (ũk)k∈N in U according to
f (a−i, αi(ai)), and finally takeu = ((ũk)k �=i ,µ

i(ai, ũi)) ∈ U . We define as before th
expected payoffgi

δi (a) of playeri if he usesδi whereas the other players play according
to a, the setSD(J ) of similar decisions of players inJ and the setJR of jointly rational
payoffs. The definition ofP extends as follows:

P =
{
p ∈ ∆(A), ∀i ∈ N, ∀δi ∈ ∆

(
Di

)
s.t.ψi

(
δi, a

) = f (a) ∀a ∈ A,∑
a∈A

p(a)gi(a) �
∑
a∈A

p(a)gi
δi (a)

}
.

With these generalizations, Theorem 3.5 perfectly extends.

Theorem 5.1. In case of random signals, one hasC = g(P) ∩ JR.

The proof is a technical generalization of the proof of Theorem 3.5. We now ex
how to proceed (all missing points and computations can be found in the proof
Proposition 5.1 in Renault, 2000).

Sketch of the proof. The main part of the proof of Theorem 3.5 can be generalized
straightforward manner. We now have to dealwith 2-player repeated games with lack
information on one side and random signals. The model of Section 4.1 is generali
the case where in each statek, there is a signalling functionΦk :Dk ×E −→ ∆(V k ×W).
If the state isk, playerI playsdk ∈ Dk and playerII playse ∈ E, an element(vk,w) is
selected according toΦk(dk, e), and playerI (respectivelyII ) learnsvk (respectivelyw).
The most relevant function isψk :Dk × E −→ ∆(W) associating to each(dk, e) the
marginal ofΦk(dk, e) on W . We then just have to change the definition of the signal
functions in the definition of the auxiliary game (see Section 4.2). For anydk ∈ Dk
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anda ∈ A, Φk(dk, a) is defined as follows: select an elementũ = (ũj )j∈N according to
f (a−k, αk(ak)). The signal for playerI (the cheater) is then(ak, ũk) ∈ Ak × Uk, and the
signal for playerII is (ũ−k,µk(ak, ũk)) ∈ U . Proposition 4.2 and its proof then exte
word for word. The only serious problem is to generalize Theorem 4.5 (Section 4.4
extends easily).

We keep the same definitions forδkψk , NR(q) and l̃(q). We still deal with repeate
games with incomplete information where playerII has payoff 0, and where playerI has
pure actionsdk∗ ∈ Dk for eachk, that induce the same signals for playerII : ∀k, k′ ∈ K,
ψk(dk∗, e) = ψk′

(dk′∗, e) for eache in E. Theorem 4.5 extends as follows:

C̃ = {
x ∈ R

K, ∃p ∈ ∆(E) s.t.

(i) ∀q ∈ ∆(K), x · q � l̃(q),

(ii) ∀k ∈ K, xk = Gk
(
dk∗,p

)
,

(iii ) ∀k ∈ K ∀δk ∈ ∆
(
Dk

)
s.t.δkψk = dk∗ψk, Gk

(
dk∗,p

)
� Gk

(
δk,p

)}
.

The unique difference is in (iii), where one now has to consider mixed deviations in∆(Dk)

instead of only pure deviations inDk . The reason is that with random signals, it m
be possible to find a mixed deviationδk in ∆(Dk) inducing the same signals asdk∗ for
player II , and which is not a convex combination of pure deviations inDk inducing the
same signals asdk∗. The proof of this characterization for̃C is more difficult. There is no
problem in using Kohlberg’s result, which has been generalized to the random sign
case by Mertens et al. (1994, part B, Chapter V). Part (1) of the proof of Theore
extends word for word, but the problem concerns part (2). The difficulty is that the si
playerII is supposed to receive are now random, so knowing his own action playerII does
not exactly know which signal he should receive. Hence statistical tests will be req
Namely, instead of playing a mixed action once, the uninformed player will have to
the same mixed action i.i.d. for a large number of stages and then decide from the st
of signals, whether playerI has deviated or not.

Fix x in R
K andp in ∆(E) satisfying (i), (ii) and (iii). We have to constructτ such that

(d∗∗, τ ) is an equilibrium ofΓinc with payoff (x,0).
In order to defineτ , we can adapt the constructions of Lehrer for repeated ga

with complete information and deterministic signals (see Lehrer, 1990, 1992b), or
directly very slightly adapt the construction of equilibrium strategies of Renault (2000) f
2-player repeated games with incompleteinformation and random signalling: the uniq
difference is that in Renault’s paper, signals are assumed to be state independent whe
it is not the case here. However, the generalization to the setup we are dealing wi
is straightforward, and almost everything can be used word for word. We now constrτ .
Back to communication equilibrium payoffs of repeated games with imperfect monito
this construction explicits, for every payoffx in g(P) ∩ JR, a canonical communicatio
device yieldingx as a CEP (in the sense of Definition 2.3).

Definition of the strategy τ . The set of stages{1,2, . . .} is divided into consecutive block
B1, B2, . . . , Bm, . . . such that for eachm, |Bm| = m10. The play will consist of a main
path and of punishments’ phases, starting from the main path.
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At some blockBm in the main path, playerII plays independently at each stage
mixed action(1− 1/m)p + (1/m)p̂, with p̂ being the uniform distribution on playerII ’s
actions.

At the end of such a blockBm, player II will compare the frequency of signals h
observed and the frequency of signals he expected to observe (i.e. he should ob
playerI is not deviating, in the sense that he is playing according tod∗∗). Put, for any
m > 0, actione in E and signalw in W :

TH(w, e) = ψk
(
dk∗, e

)
(w) and OBm(w, e) = |{t ∈ Bm, et = e,wt = w}|

|{t ∈ Bm, et = e}| ,

et andwt being respectively the actions played and signals received by playerII at staget .
If {t ∈ Bm,et = e} = ∅, just defineOBm(w, e) = TH(w, e).

TH(w, e) is the probability that playerII observes the signalw at some stage when h
playse, if playerI playsdk∗ for somek. Hence it is the theoretical frequency of observ
w while playinge that he should observe if playerI is not deviating. Notice that it does n
depend onk in K. OB(w, e) is the observed, or empirical, frequency of signalsw among
the stages where playerII has playede. The idea is that if playerI usesd∗∗, OBm(w, e)

andTH(w, e) will be, by Tchebychev’s inequality, very close with great probability
eachw ande. If playerI plays something else, for example in order to increase his pa
condition (iii) will imply that for somee andw, OBm(w, e) andTH(w, e) will be more
different than they should be, and playerII will punish playerI via a punishing strateg
given by condition (i). More precisely, after the play of some blockBm in the main path
there are two cases:

If for eachw in W ande in E, |TH(w, e) − OBm(w, e)| � 1/m, playerII will consider
that playerI did play according tod∗∗ at blockBm. The play stays in the main path a
proceeds to blockBm+1.

Otherwise, playerII will consider that playerI has deviated fromd∗∗. The play will
immediately go out of the main path and a punishment phase will start. This phase w
from blockBm+1 to blockBm2

. Then, whatever happens during the punishment phase
play will come back to the main path at blockBm2+1.

To complete the definition ofτ , it remains to define what is played during a punishm
phase. By assumption,x · q � l̃(q) ∀q ∈ ∆(K), thus the generalization of Kohlberg
result by Mertens et al. (1994, part B, Chapter V, Section 3.d) gives, as in Sectio
the existence of some strategyτ̄ of player II such that:∀ε > 0,∃T0 ∀T � T0 ∀σ ∈ S
∀k ∈ K, γ

I,k
T (σ, τ̄ ) � xk + ε. Define now, for eachm:

εm = min
{
ε � 0, ∃τ̄m ∈ T s.t.∀σ ∈ S, ∀k ∈ K,

∀T ∈ {
(m + 1)10, (m + 1)10 + 1, . . . ,m20}, γ

I,k
T (σ, τ̄m) � xk + ε

}
.

We haveεm −→m→∞ 0. Consider the case where the play is in the main path at s
block Bm and a punishment phase will start at blockBm+1. Let τ̄m be a strategy o
player II that pushes playerI ’s payoff down tox + εm in any game of length betwee
(m + 1)10 andm20. To punish playerI at the blocksm + 1, . . . ,m2, playerII will play at
any blockm′ ∈ {m + 1, . . . ,m2} according to the|Bm′ | first moves ofτ̄m. This completes
the definition ofτ .
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We finally briefly explain why(d∗∗, τ ) is an equilibrium of the incomplete informatio
game.

First assume that(d∗∗, τ ) is played. Using Tchebychev’s inequality and Borel Cant
Lemma, one can first show that almost surely the number of punishment phases is
It is then not difficult to show that for each statek, (1/T )

∑T
t=1Gk(dt , et ) −→T →∞ xk,

Pd∗∗,τ a.s. and to conclude thatγ I,k
T (d∗∗, τ ) −→T →∞ xk by the bounded convergen

theorem. See Renault (2000), proof of condition (2) for computations.
Finally assume that playerI plays some strategyσ whereas playerII plays ac-

cording to τ . Define for each block numberm, Bm as the event{the play is in the
main path at blockBm}. Fix some statek, and defineXm as the random variable
(1/|Bm|)∑

t∈Bm Gk(dt , et ) − xk. Assume that the state isk, and fixε > 0.
The key point is the following, which corresponds to Lemma A of Renault (2000).

can show that at each blockBm, m large enough, while playerII is in the main path
player I only has a small probability to obtain a good payoff without being punishe
afterwards. More precisely, we have form large enough:Pk

σ,τ (Bm+1∩{Xm > ε} | Bm) � ε.
The main argument in the proof of this property is a lemma by Lehrer (1992b, Append
which extends Tchebychev’s inequality to nonindependent random variables such as th
sequences of actions played by the players at some block. As a consequence,
proceed “as if” playerI was playing the same mixed action i.i.d. at each stage of s
large block in the main path. Computations, using condition (iii), conclude the pro
this property.

Lastly, from the efficiency of the punishing strategies and the cardinalities of the bloc
one can prove that∀ε′ > 0 ∃T0 ∀T � T0 γ

I,k
T (σ, τ ) � xk + ε′. For a precise proof of this

see Lemma B of Renault (2000).
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